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ABSTRACT

How to build effective teams is one of the most significant management questions of the day.
Small, short duration technical teams drive critically important decision-making processes in a
broad range of organizations in all sectors of the economy. Thus, gaining a better
understanding of how small, short duration technical teams develop is of critical importance to
contemporary managers.

There has been much theorizing about how teams function, and many theoretical constructs
have been proposed to define a general model of team development. The Tuckman (1965)
four-stage sequential model of team development (Forming, Storming, Norming, and
Performing, or FSNP) may be today’s most widely used model. However, the Tuckman model
is a conceptual statement that was suggested by the data and has not been empirically validated
(Tuckman 1965). Hadyn et al. (1997, p. 118) state that, “despite increasing interest in
teamwork, much of the literature on the subject is inconclusive and often derived from
anecdote rather than primary research.”

It was the intent of this study to develop empirical evidence to determine whether or not the
Tuckman model or some variant thereof provides an appropriate model to explain the
development of small, short duration technical teams. A validated survey instrument of 31
questions was administered to 368 small, short duration technical teams within the Department
of Defense, Defense Acquisition University (DAU). The resulting data were analyzed with
scientific rigor to determine if these teams followed the Tuckman model or a variant of that
model.

This research has discovered a new general model of team dynamics (called the Defense
Acquisition University (DAU) model) that applies to technical teams. It is a variant of the
Tuckman model with a new twist that better fits the data. A technical team is defined as a
group of individuals with specific expertise who are assembled to complete a task, which
results in a product. This research demonstrates that not only do technical teams generally
follow the DAU model; but that teams following the DAU model produce better products than
teams that do not follow this model. It may, therefore, be possible to significantly improve
productivity in technical teams by facilitating the DAU model—that is, to encourage teams to
first coalesce as a team and form their intent and structure; then develop their approach,
ground rules, and processes; to be followed by assigning sub-tasks and getting the work
done—all the while cooperatively challenging, re-evaluating, and improving the overall team
process as they work together to accomplish the task they were given.

The results showed that, to a 95% confidence level, that only 6 (1.9%) of 321 teams followed
the Tuckman model (FSNP). However a modified model (FNP—Tuckman model sans
Storming), was experienced by 229 of the 321 teams (77%). This discrete three-stage model
along with a redefined Storming function that takes place throughout the teams’ duration
constitutes a strong model of team dynamics for the studied population. A strong correlation
between teams producing above average products and teams following the DAU model points
toward a methodology for optimizing team productivity. Establishing a firm causality between



following the development structure of the DAU model and improving a technical team’s
productivity will require additional corroborating research.

A two-stage variant of the Tuckman model (F N/P—F occurs before N and P) was experienced
by 90% of the teams. Though this two-stage model constitutes a very strong model of team
dynamics, it is so simple (Forming before everything else) that it has little practical application
other than to make sure a team forms up solidly in the first 25% of its duration. No major gains
in team productivity are likely to be realized based upon such a simple prescription; however,
minor but still significant gains may accrue.

This research also demonstrated that DAU teams of all durations and task types found the F,
N, and P stages to occur at about the same fraction of their duration (Forming occurs more or
less universally at 25% of the teams’ duration, Norming at 40%, and Performing at 45%).

Additionally, this study contributes to the field of group dynamics an entirely unique analytical
model that enables the scientifically rigorous development of a sufficient quantity of empirical
data to clearly confirm or deny theoretical constructs. The methodology and set of analytical
tools that have been developed can provide future researchers with the processes they need to
analyze the dynamics of a large number of teams in a relatively short period of time, with few
resources, and with thorough scientific and statistical rigor.
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CHAPTER |
INTRODUCTION

How to build effective teams is one of the most significant management issues of the day.
Significant effort is being expended to gain a better understanding of how teams develop, in
hopes that better functioning teams can be developed that will accelerate the movement of
high-quality products to the marketplace (Osterman 1994). According to Blair (1993, p. 1),
“The use of small teams is rapidly becoming seen as a panacea leading to certain success. In
Quality Circles, Concurrent Engineering, and many other management innovations, the team is
the organizational unit to which creative control is being delegated.” As the pace of technology
increases, there is increasing reliance on small, task-focused teams (Kayser 1990). As a result
of these developments, there is a great need to better understand the development of small,
short duration technical teams.

A. Importance of Teams

The culture of many of today’s businesses places equal importance on a person’s ability to
work together effectively in a team environment as on technical skills (Tarricone and Luca
2002). Osterman (1994) found that teams are being used extensively by organizations that
need to get products to market faster. Some industries have reported that teaming brings
advantages such as increased productivity and decreased absenteeism (Beyerlein and Harris
1998). According to Beyerlein (2001), the use of task-oriented teams within organizations has
spread across many industries, nonprofits, and national boundaries in the last decade. Kinlaw
(1991) found that teamwork is the main driver for continuous improvement and increased
competitiveness.

According to Marks et al. (2001), the advantage of teamwork is that people working together
can often achieve something beyond the capabilities of individuals working alone.
Furthermore, Marks points out that success is not only a function of team members' talents and
the available resources but also of the processes team members use to interact with each other.
Research on the development and functioning of teams is needed to enable organizations to
retool human resource systems so that managers can better select, train, develop, and reward
personnel for effective teamwork (Marks et al. 2001). To remain competitive, it is important
for organizations to understand how to create and maintain teams that are highly effective
(Yancey 1998).

B. Nature of Small, Short Duration Technical Teams

Small, short duration technical teams represent a significant proportion of the team activities
within government and corporate organizations. These teams come together, focus on the task
at hand, produce whatever products are required, communicate their results, and then disband
as easily and quickly as they were formed (Canadian Business and Current Affairs 2001).
Wherever highly specialized knowledge spanning multiple disciplines is required, the small,
short duration technical team, enjoys widespread use. Some examples are as follows:



Multi-disciplinary Integrated Product Teams
Tiger Teams (narrow focus, single issue)
Proposal Teams

Design Teams

Educational/Training Teams

Problem Resolution Teams

Product Development Teams
Marketing/Sales Teams

Short duration teams often support longer duration teams (Department of Defense (DoD)
Defense Acquisition Guidebook (DAG) 2004). For example, in weapon systems development,
there may be a short duration team representing many different disciplines (e.g., mechanical
engineering, systems engineering, materials, manufacturing, contracts, survivability, and
logistics) assembled to determine if a particular vehicle should be designed with wheels or
treads. This team may provide input to a larger, longer duration vehicle team. The vehicle team
may in turn be just one element of a larger, even longer duration weapon system team.

Although the example above involves a weapon system, there are many commercial
organizations that are using small, short duration technical teams as well. In a global economy,
businesses must react quickly if they are to successfully integrate interactive design,
production, and marketing functions to keep pace with rapidly changing technology and global
markets. To effectively compress delivery timelines and to improve process efficiency, critical
expertise and experience are brought together in small, short duration teams that focus on a
clearly defined task and develop integrated solutions that enable critical management decisions
(Canadian Business and Current Affairs 2001).

According to studies performed by Offerman and Spiros (2001), the optimum task-oriented
team size is 9, with a range of 5 to 19. Technical, short duration teams, which represent a more
streamlined, highly focused, time critical, and product-driven subset of task-oriented teams,
are more likely to have between 3 and 10 team members, as reported by Katzenbach and Smith
(1993), and Offerman and Spiros (2001). These teams are usually pressed to deliver critical
products quickly, and smaller team sizes generally improve the efficiency of interaction
between members. Technical teams typically are composed of the smallest number of
individuals (with the appropriate assortment of expertise) required to get the job done.

C. Teams Within the Department of Defense (DoD) Acquisition Community

In today’s environment, small, short duration technical teams drive an enormous quantity of
critically important decisions in all sectors of the U.S. economy within a broad range of
organizations. The DoD acquisition community is one such sector that makes extensive use of
small, short duration technical teams. Thus, understanding how these teams develop is of
critical importance to the DoD acquisition community.

DoD acquisition professionals are those in the government who are responsible for acquiring
weapon systems for the DoD. Their collective decisions, made primarily by small, short
duration technical teams, move hundreds of billions of dollars per year and can influence the



outcome of international conflicts and the safety and effectiveness of U.S. servicemen and
women.

To perform its mission, the acquisition community employs thousands of small, short duration
technical teams to develop the information necessary to make critical decisions and to
integrate the development and production of very large, costly, and complex weapon systems.
Teams such as these are called Integrated Product Teams (IPTs) and “are not new to the
federal government. But increasingly, they are being hailed as the way to manage large-scale
acquisitions” (Weinstock 2002, p. 1). DoD Directive 5000.1 requires that the “Acquisition
Community implement the concept of Integrated Product and Process Development (IPPD)
utilizing IPTs as extensively as possible” (DoD DAG 2004, p. 113).

DoD technical teams are often multi-disciplinary, and could include scientists and engineers as
well as management, contracts, budget, security, quality, survivability, and logistics personnel
from both the developer and the user organizations (DoD DAG 2004). DoD teams often
include contract personnel as well as government employees.

DoD acquisition activity centers on extremely large and complex systems that often push the
state-of-the-art in many fields simultaneously. The acquisition workforce numbers
approximately 134,000 people including both military and civilians. It is vital to the success of
integrated military systems that all the stakeholders work together as efficiently and
productively as possible (Weinstock 2002).

D. The Defense Acquisition University (DAU)

Because countless lives, billions of dollars, and the national interest are at stake, the U.S.
Congress required the Department of Defense to take action to promote high levels of
professionalism and competency within its acquisition workforce. One action taken by DoD
was to establish a process of training and certification for individuals in the acquisition
workforce. The DAU was established to implement this training. This process, called the
Acquisition Certification Program, was designed to ensure that an employee meets the
professional standards (education, training, and experience) established for acquisition career
positions at three separate levels of decision-making responsibility, and promotion
opportunities are tied to these certification levels.

The DAU charter is to provide training to the DoD workforce that sets the direction for all
DoD acquisitions. Due to the emphasis DoD places on teamwork, many of the DAU classes
are conducted utilizing student teams to generate typical DoD acquisition products. Examples
of classes that make use of teams are Systems Engineering, Program Management, Software
Acquisition Management, and Information Technology Acquisition Management.

The DAU’s use of student teams is consistent with many conventional universities who are
also requiring teaming activities in their courses. These student teams are used to enable the
generation of more complex products and to prepare the students for the inevitable teaming
requirement in the workforce.


http://akss.dau.mil/dag/DoD5001/Enclosures_1.1.asp#E1.2

E. Definitions
1. Teams

Katzenbach and Smith (1993, p.92) defined a team as “a small number of people with
complementary skills who are committed to a common purpose, performance goals, and
approach for which they hold themselves mutually accountable.” DoD similarly defines
teaming as a business approach that brings together a group of people with complementary
skills, who individually, and as a group, commit to and hold themselves mutually accountable
towards achieving a common purpose (Defense Contract Management Agency (DCMA)
2002). Clark (1997, p. 1) defined a team as “a group of people coming together to collaborate.
This collaboration is to reach a shared goal or task for which they hold themselves mutually
accountable.”

There are many definitions of teams in the literature. These definitions have common elements
such as “small group of people” and “working together towards a common goal.” The
definition most prominent in the literature and one that incorporates all of the principal
elements was formulated by Katzenbach and Smith (1993); this is the definition used in this
research.

2. Technical Teams

A technical team, as it applies to the population and specific setting studied by this research, is
typified by teams in government and contractor organizations that do engineering/scientific
research, concept development, prototyping, demonstration, product and system development,
production, improvement, and disposal. The teams that naturally occur within the DoD, DAU
fit this definition in that they are teams of professionals that have special knowledge about the
task being performed.

3. Short Duration

Nothing was found in the literature that specifies the minimum or maximum duration of a
short duration team. Typical accounts of research performed on teams provide data such as
team duration equals 1 month (Miller 1997) or 9 years (McGrew et al. 1999). However, in
most cases there is not enough data to determine how much time the team actually spent
together in a teaming environment. For instance, does 1-month duration mean 40 hours per
week for 4 weeks, which totals 160 hours or 8 hours per week for 4 weeks, which is only 32
hours?

From the literature review, it is recognized that technology is changing, which requires teams
to form quickly, perform their task, and dissolve (Canadian Business and Current Affairs
2001). In many cases, businesses can begin and end in a matter of months (Perlow 2000).

Small, short duration technical teams are ubiquitous across all segments of our economy and
play important roles in both the product and service industries. Examples of such teams are
those providing rapid response mapping services to the 2005 Southeast Asia Tsunami disaster.



In this specific application (Reid 2005), small, short duration technical teams, in existence for
a few days to a week, provided invaluable technical information that allowed search and
rescue efforts to be more effectively managed and executed.

An example of the short duration team was provided by Lau’s (1999) discussion of the typical
compressed timelines involved in financing Internet companies. The venture capital firms that
Lau represents are the epitome of technical organizations using short duration teams, and the
sense of urgency experienced within these teams can be gleaned from the quote below.

When you invest in a fast-moving, dynamic sector like the Internet, you will
discover that the accelerating pace of change—where an Internet year is 1
week—is going to require you to move much more quickly in every aspect of
your investment process. Whatever it is you were doing, you have a lot less
time than you used to ... or you're going to be shut out of that market. (Lau
1999, p. 2)

For purposes of this research, short duration is defined to be less than 40 interactive hours and
within a 1-month period. The 40 hours is consistent with Lau’s (1999) definition of the
Internet week, meaning that a team must deploy new products within a week or the product is
obsolete before being deployed. Because the calendar life span of a team may be quite
different from the number of hours its members spend in active interaction, a maximum
duration of 1 month was placed (as a constraint) upon the 40 or less hours of team interaction.
The amount of teamwork experienced is the critical variable here, not the longevity of the
team. Thus a team that meets for half an hour every other week for 2 years does not qualify as
a short duration team, as defined by this research, even though the team experiences only 26
hours of interaction. This research effort focuses on a more intense teaming experience.

F. The Tuckman Model

In 1965, Tuckman examined 50 empirical research efforts to arrive at his own group
development model. Tuckman (1965) concluded that groups develop in four stages: the first
stage, Forming, is the initial group coming together; the second stage, Storming, involves
conflict among the group members; the third stage, Norming, is when the group actually
begins to find value in working together and establishes processes that enable the group to
function; and the fourth stage, Performing, represents the time when the group is working
together smoothly and is able to share ideas and accomplish goals. However, Tuckman (1965)
warned researchers that the application of this model to generic team settings may be
inappropriate since the majority of his data came from the population of Therapy Group and
Human Relations Training Groups.

1. Tuckman Model Assumptions

Many government organizations, contractors, and management consultants appear to be
working under the assumption that a team’s productivity can be significantly improved by
optimally guiding the interaction of the team’s members through the Tuckman model’s
sequence of stages in order to maximize the final Performing stage (Glacel and Robert 1995).



Buchanan and Huczynski (1997) found the Tuckman model to be the preferred model of team
development. It is widely believed that a leadership knowledgeable in how to apply
Tuckman’s theory of team development can markedly enhance a team’s performance.
Consulting firms are teaching or offering training services based at least partially upon the
assumption that the Tuckman model applies generically to most teaming arrangements (Glacel
and Robert 1995; Smith 2005). Many DoD organizations have received such training. Glacel
and Robert (1995) state that the Tuckman model can be used to facilitate the team
development process. They discuss the efficacy of the Tuckman model as a general model that
applies to all teams. They state with certainty: “In the development of any team, certain stages
of behavior [Tuckman stages model] take place which impact how well the individuals and the
team accomplish their task” (Glacel and Robert 1995, p. 97).

Notwithstanding its widespread use, Tuckman did not empirically validate his model
(Tuckman and Jensen 1977). The government and industry managers are thus teaching and
implementing a team development model that has never been validated for any type of team,
including the small, technical, short duration teams that are predominant within the DoD
acquisition process. Large sums of money and critical outcomes may be influenced by the
wide use of the Tuckman Theory, which was primarily developed through an analysis of data
describing the development of therapy groups and human relations training groups during the
mid 1960s.

Tuckman himself warned the group development community that his stage model had never
been empirically validated and recommended caution in applying it to other settings (Tuckman
1965). Subsequent to the original work, Tuckman and Jensen (1977) reviewed another 22
studies in an effort to determine if anyone had validated the Tuckman model. In 1977, the only
new research that had attempted to validate the model was Runkel et al. (1971). Runkel
partially supported the Tuckman model; however, Tuckman and Jensen (1977) felt that the
results were not necessarily reliable due to the researcher’s methodology.

Even if the Tuckman model of group development was valid for therapy groups and human
relations training groups, there is no reason to assume that it would be applicable to groups in
other settings. Do the members of a missile design team interact in the same way as the
members of a psychiatric therapy group? Perhaps, but independent empirical validation is
needed before giving credibility to such an assumption.

G. Research Objectives

1. The specific focus of this research is to empirically determine whether small, short
duration technical teams, as represented by DoD acquisition teams, follow the Tuckman model
of team development. The Tuckman model has four stages that are thought to be identifiable
and occur sequentially. Forming must occur before Storming, which must occur before
Norming, which must occur before Performing. Data will be collected and statistically
analyzed to determine if small, short duration technical teams follow the Tuckman teaming
development model or some variant.



2. Secondly this research is dedicated to developing the methodology and analysis
processes required to efficiently assess large numbers of teams with scientific rigor.

H. Research Significance

This study is important to both industry and government organizations that are currently
teaching and utilizing the Tuckman model. A better understanding of how teams develop is
needed where complex products are generated and deployed utilizing multidisciplinary teams.
The intent is that this study will provide empirical evidence to determine whether or not the
Tuckman model is an appropriate model to use with small, short duration technical teams. The
knowledge gained from this research will benefit the DoD Acquisition Workforce in particular
and other government and private organizations in general. This may lead to better team
management and a more effective use of teams.

The methodology developed for this study will also contribute to the overall body of
knowledge relating to team behavior. Hopefully, it will encourage other research efforts to
look at different populations within different settings to determine if the Tuckman model or
other team development models apply. The methodology and set of analytical tools that have
been developed by this research can provide future researchers with the processes they need to
analyze the dynamics of a large number of teams in a relatively short period of time, with few
resources, and with thorough scientific and statistical rigor. Beyond its assessment of the
Tuckman model’s applicability to technical team settings, this research project contributes to
the field of group dynamics an entirely unique analytical model that enables the scientifically
rigorous development of a sufficient quantity of good quality empirical data capable of clearly
confirming or refuting theoretical constructs.

I. Layout and Design of this Research Report

This report is composed of a main body followed by appendices. The main body is designed to
function as an overall summary of the research project and its results. The appendices are
designed to contain much of the analytical rigor, analysis details, and document the research
processes. Those wishing a comprehensive overview of the work who have no need to know
the details will find the main body to be sufficient; while those wishing to fully understand the
analysis, evaluate the rigor of this effort, and perhaps use this research as a reference or
stepping stone to their own research efforts will need to read the appendices and study the
detail offered there.

This research report is displayed in its entirety on the following Web sites:

http://www.dau.mil/pubs/Online Pubs.asp#Research

http://www.teamresearch.org

J. Point of Contact

Questions should be referred to Pamela Knight at:


http://www.dau.mil/pubs/Online_Pubs.asp#Research
http://www.teamresearch.org/

DAU South Region

6767 Old Madison Pike Road, Building 7
Huntsville, AL 35806

Phone: (256) 722-1071

e-mail: pamela.knight@dau.mil

P.O. Box 4103

Huntsville, AL 35815
Phone: (256) 882-2420
e-mail: pjk29@comcast.net.



CHAPTER I
LITERATURE REVIEW

A literature review was conducted to verify that the Tuckman model has not yet been validated
for short duration technical teams. The first section of this chapter addresses the significance
of contemporary teamwork. The following section provides some background on team
development. The next two sections deal with the Tuckman model, defining the model itself,
and reviewing contemporary studies of the Tuckman model. The last sections address the data
used to create team development models as well as team duration.

A. Significance of Teaming

In today’s fast-paced global environment, technical or highly specialized skills are often a
prerequisite to employment, but the ability to work effectively in a teaming environment is
often valued just as much (Tarricone and Luca 2002). “The speed and efficiency with which
effective teams can be brought together to resolve problems is crucial to success in the modern
organization” (Economist 2006, p. 15).

Gordon (1992) performed research showing that 82% of U.S. organizations surveyed
participate in teaming activities. Examples of companies utilizing teams include Hewlett-
Packard, Motorola, General Motors, and Ford Motor Company who have successfully used
multifunctional teams to implement concurrent engineering processes (Bhuiyan et al. 2006;
Design News 2002). Teams have also become a valuable asset in managing crisis medical
situations and are therefore being used by doctors, nurses, and others in the medical field
(Higgins 2003). Teams are considered essential in both large and small businesses and in many
different types of industries such as printing companies (Leland 2000), industrial engineering
(Elliott 2004), reference services (Kutzik 2003), information technology (Sander 2001), social
work (Metcalfe and Garrett 2005), policy making (Information Outlook 1998), and
architecture (Nixon 2001).

Large multi-national organizations such as Toyota contribute part of their success to the use of
teams (Economist 2006). Along with early adoption of new technology, the understanding of
how to develop and use teams is a key enabler for firms trying to get products to the market
faster in Europe (Cravotta 2003). In Australia it is also felt that to achieve success with the fast
rate of technology growth, teams are crucial (Walters 2005).

There are many stories in the literature citing a team’s ability to support complex, high-stress
situations and provide a result that would not have been possible without effective teamwork.
The passengers of United Airlines Flight 232 were pleased to have such an effective team
managing the crisis of an engine explosion during flight. The team’s successful efforts resulted
in survival of the crew and passengers (McKinney 2005).

The Department of Defense (DoD) has decided that teamwork is a more effective way to work
and requires that all acquisition programs use Integrated Product Teams (DoD Directive
(DoDD) 5000.1, 2003). The literature has revealed that teams are an integral part of industrial



and government organizations both nationally and internationally and are having a significant
impact on the current global economic environment.

B. Team Development Background

There have been many theories about how teams function and many theoretical constructs
have been proposed to define a general model of team development. However, a review of the
literature to date indicates that these theoretical models have not been satisfactorily validated
nor have they focused on short duration technical teams. Hadyn et al. (1997, p. 118) state that,
“despite increasing interest in teamwork, much of the literature on the subject is inconclusive
and often derived from anecdote rather than primary research.”

The teams of primary interest in this dissertation are populated by a small number of well
educated professionals with specific technical expertise who have been assembled to
accomplish a well-defined task that has a technical or analytical solution. Often technical
teams are multidisciplinary and are assembled to support critical management or technical
decisions.

Group development as a field of study has been pursued since the late 1800s (Cartwright and
Zander 1960); however, it became a more recognized and accepted field of study at the end of
the 1930s (Cartwright and Zander 1960) and has experienced a rapid growth since that time in
large part due to the substantial and continuing increase of work teams (Katzenbach and Smith
1998). The terms team development and group development are often used synonymously. In
the 50 research efforts that Tuckman (1965) studied, this type of research was called group
development; however, much of the more recent literature uses the term team development to
describe the Tuckman model (Chapman 2001). The term group is a more general term
connoting little more than a willing association of individuals (Merton 1957). As the interest in
working teams or problem-solving teams has steadily grown over the past two decades, the
study of group development has evolved into the more specialized branch of team
development.

“Group development research involves the study of group activities and how those activities
change over the life of the group” (Miller 2003, p. 122). Over the past century, researchers
have examined significant qualitative changes in the nature of the interaction of group
members, and categorized these changes as stages, phases, or modes of group development
(Miller 1997). The terms stage, phase, and mode will be considered synonymous for this
research effort.

The most widely known and accepted team development model is the four-stage Tuckman
(1965) (Forming, Storming, Norming, Performing) model (Buchanan and Huczynski 1997).
According to Smith (1993), the Tuckman model can be used to explain how teams develop.
The Tuckman model is used by consulting organizations to guide both government and
industry teams in their development process (Glacel and Robert 1995). Smith (2005, p. 1)
stated that, “The most influential model of the developmental process—certainly in terms of
its impact upon texts aimed at practitioners—has been that of Bruce W. Tuckman (1965).”
Contemporary organizations are interested in understanding how teams develop so they can

10



guide the team to a high Performing stage in an effort to meet the competitive pressures of the
marketplace (Groesbeck and VVan Aken 2001).

The Tuckman model is one of the most popular models found in the literature; however, it is
not the only model of team development. “Two popular alternatives are McGrath’s (1990,
1991) Time, Interaction, and Performance Theory (TIP) and Gersick’s punctuated equilibrium
model (1988, 1989)” (Miller 2003, p. 122). Like the Tuckman (1965) model, McGrath’s
(1991) model, which focuses on the timing of team processes and interactions, contains four
modes or stages. However, these modes are considered potential and are not required. All
teams “begin with Mode I and end with Mode IV; however, any given project may or may not
entail Modes 11 and 111" (McGrath 1991). The four modes are described below (McGrath
1991):

Mode I: inception and acceptance of a project (goal choice)

Mode I1: solution of technical issues

Mode I11: resolution of conflict

Mode 1V: execution of the performance requirements (goal attainment).

Gersick’s (1988, 1989) model is focused on how groups change over time. She found that
“groups’ progress was triggered more by members’ awareness of time and deadlines than by
completion of an absolute amount of work” (Gersick, 1988).The theory in this model is that
each group functions similarly in time patterns with a major change taking place at the
midpoint of the project timeline. Gersick’s (1988, 1989) model involves two phases. Phase 1
includes the first half of the team’s task duration, and the pattern of activity for this phase is set
by the first meeting. The transition to Phase 2 happens around the midpoint of the task
duration. At this time, the team transitions to Phase 2, which involves a new pattern of
behavior that then carries the team through task completion. Although these popular models
are of interest, this research will focus on the Tuckman (1965) model due to the fact that it is
widely used and accepted within both government and industry organizations serving the
acquisition community.

C. Tuckman Group Development Model

In an effort to understand how groups develop, Tuckman (1965) analyzed 50 group
development studies and created a generalized model or hypothesis of group development over
time. The types of groups evaluated fell into four general categories that Tuckman called
settings. Tuckman’s settings included: therapy groups (26 studies); human relations training
groups (11 studies); and natural and laboratory groups, which were combined due to the small
number of studies in each (13 total). Tuckman’s descriptions of these types of settings were as
follows:

e Therapy Groups: 26 studies
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Task: Focused on dealing with personal problems.

Duration: Approximately 3 months.

Data: Subjective observations by therapists and trainees.

The therapy group’s goal was to help individuals deal with their personal problems.

These groups usually had 5 to 15 members. The majority of the historical research
on group development was done with therapy groups.

Human Relations Training Groups: 11 studies

(0]

(0]

Task: Focused on people interacting with each other.
Duration: 3 weeks to 6 months.

Data: Subjective, collected by the trainer and coworkers; results were often based
on the observations of a single group.

The goal of the training groups (sometimes called human relations training groups)
was to help individuals interact in a more productive and less defensive way within
a group setting. Typical sizes were 15 to 30 members.

Natural Groups or Work Groups:

(0}

(0]

Task: Social or professional function that researcher had no control over.
Duration: From a few hours to a few years.

Data: There were limitations to generalization based on the manner of data
collection (subjective observations) and number of groups observed.

Natural groups were teams that were brought together to accomplish a specific task
or solve a problem over which the researcher had no control.

Laboratory Groups:

(0]

(0]

Task: Given an assigned task.
Duration: 1 hour to several weeks.

Data: Quantitative data were collected and analyzed based on subjective
observations of multiple-group performances.

The laboratory group was brought together to perform a task or solve a problem
while being studied.
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There were no technical teams involved in these research efforts. The majority of the studies
analyzed by Tuckman were psychoanalytic studies of therapy or human relations training
groups (Tuckman 1965). Tuckman distinguished between interpersonal stages of group
development and task behaviors exhibited in the group. Each of his four stages is defined in
terms of both interpersonal behavior and task behavior. In the Tuckman (1965) model, the
stages occur sequentially as defined below:

First—Forming: orientation to the task, testing and dependence.

(0]

Interpersonal Behavior: Testing and dependence, determining roles, relying on
traditional roles, determining how members fit within the team.

Task Behavior: Orientation to the task, in which group members attempt to identify
the task in terms of its relevant parameters and the manner in which the group
experience will be used to accomplish the task.

Second—Storming: Resistance to group influence and task demands.

o

Interpersonal Behavior: Intra-group conflict: emphasis on autonomy and individual
rights.

Task Behavior: Emotional response to task demands. Group members react
emotionally to the task as a form of resistance to the demands of the task on the
individual, that is, the discrepancy between the individual's personal orientation and
that demanded by the task.

Third—Norming: Openness to other group members.

(0]

Interpersonal Behavior: In-group feeling and cohesiveness develop; new standards
evolve and new roles are adopted.

Task Behavior: Group cohesion development; open exchange of relevant
interpretations; information being acted on so that alternative interpretations of the
information can be arrived at.

Fourth—Performing: Emergence of solutions.

(0}

(0]

Interpersonal Behavior: Roles become flexible and functional; structural issues
have been resolved; structure can support task performance.

Task Behavior: Group energy is channeled into the task; emergence of solutions.

After reviewing the 50 studies, Tuckman (1965) declared that his four-stage model was no
more than a conceptual statement that had been suggested by the data itself and was subject to
further test. He was keenly aware of the limitations of his data. Tuckman concluded that what
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appeared to be a general model of group development was suggested by these studies;
however, he acknowledged that the fit was not perfect and that any claim of generality needed
to be substantiated by further research.

Tuckman (1965) noted that his research was based on 50 previous studies that were based on
qualitative rather than quantitative data. He further noted that because the observations were
derived from the subjective assessments of the group evaluators, they were subject to bias.
Tuckman (1965) recommended that future research was needed to develop more objective
methodologies.

Tuckman and Jensen (1977) reviewed an additional 22 studies to determine whether
Tuckman’s original model had been empirically tested/validated, and to look at alternative
models that may have been developed. Again, the populations for these studies did not include
technical teams. Tuckman found only one study that attempted to test his model, Runkel et al.
(1971). Although Runkel’s study did partially support the Tuckman model, Tuckman and
Jensen (1977) noted that the methodology used was prone to observer (interpretive) bias, a
common fault of many of the previous studies.

Tuckman and Jensen (1977) also reviewed the Braaten (1974) study. This study included 14
group development theories that led to Braaten’s four-stage composite model. Braaten’s
composite model stages were: initial-Forming, early phase-Storming, mature work phase-
Performing, and Termination. Braaten concluded, as did Tuckman, that there appeared to be
widespread agreement at the conceptual level as to the fundamental stages of a sequential
developmental model but that systematic research was needed to verify the theoretical
concepts. Braaten (1974) and Tuckman and Jensen (1977) concurred that the review of the
literature suggested that empirical research in the stages of small group development was
inadequate and inconclusive. In fact Tuckman and Jensen (1977, p. 426) stated:

The empirical testing of existing models of group stage development is virtually
an untapped field... There is need to supply statistical evidence to the
usefulness and applicability of the various models suggested in the literature.

Tuckman and Jensen (1977) made the point that the majority of studies performed before 1977
were involved with describing a group’s behavior, formulating a model to describe that
behavior, and was not concerned with empirically testing existing models. Based on their
review of the teaming literature, Tuckman and Jensen added a final stage to Tuckman’s model.
This stage was called Adjourning to include activities brought about by the team’s imminent
dissolution.

Tuckman’s model has been classified as a Linear-Progressive model, which means that groups
develop through a series of consecutive phases or stages (Mennecke and Hoffer 1992). This is
not to say that one phase must be completed before another phase begins. Remnants of the
previous phases may be seen in later phases, and hints of later phases seen in earlier phases
(Lacoursiere 1980). The concept of overlapping stages is illustrated notionally in Figure 2.1.
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Figure 2.1. Visual Stage Behaviors, Adapted from Lacoursiere (1980, p. 26)

D. Contemporary Studies of the Tuckman Model

Eben (1979), in an attempt to validate the Tuckman model, studied a total of six groups, made
up of psychiatric nursing students. These teaming experiences lasted a little less than 9 hours
total. Typical group sizes were 8 or 9 students. Groups were described as falling between the
Tuckman (1965) settings of therapy groups and training groups. For each group, thirty-five 5-
minute sessions of the meetings were audiotaped at regular intervals for a total of
approximately 3 hours of taped time for each team. Twelve judges were divided into 4-person
teams to rate each segment and determine the appropriate Tuckman stage.

If judges were uncertain about a segment, both a primary stage assessment and a secondary
stage assessment were provided. Both Kappa and Interclass correlation were used to determine
inter-rater agreement on rater stage assignments to taped segments. Eben (1979, p. 70)
concluded that the “behaviors which comprise Tuckman’s stages do not constitute an invariant
sequence but rather might be more appropriately considered domains of activity that occur in
various combinations at varying times over the life of a group and that are dependent on a
variety of factors.” Therefore, he was unable to validate the Tuckman model and
recommended that a larger sample size be studied.

Maples (1988) built on Tuckman’s research to generate an extended version of the model.
According to Maples (1988, p. 17) “graduate students in group work find Tuckman’s theory of
the stages of group development too limiting.” Maples did not describe the group settings in
terms of the Tuckman (1965) definitions. This academic setting was not like any of the
settings that Tuckman defined and would probably fall somewhere between the Tuckman
(1965) laboratory setting and the natural or work team setting. Similar to Tuckman’s (1965)
work groups, Maples’ academic teams were brought together to accomplish a specific task or
solve a problem over which the researcher had no control. However, these teams were not
actually in a work environment; they were in an academic setting, which may somewhat
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resemble the laboratory setting that Tuckman (1965) defined as groups who were brought
together and given an assignment so that the researcher could study group development.

Maples assumed the validity of the Tuckman model and from that point endeavored to extend
the model by adding a clarifying layer. Maples’ teams contained 6 to 7 people and met 13-14
times, with meetings lasting 1-%2 hours for a total group time of approximately 20 hours.
Maples used observations, discussion, and written surveys to gather data. Maples maintained
the five Tuckman stages and, based on the characteristics that her teams provided for each
stage, generated four additional attributes to further describe each stage.

e Forming: courtesy, confusion, caution, and commonality

e Storming: concern, conflict, confrontation, and criticism

e Norming: cooperation, collaboration, cohesion, and commitment

e Performing: challenge, creativity, consciousness, and consideration
e Adjourning: compromise, communication, consensus, and closure

Maples did not actually validate the Tuckman model; she assumed it was valid and used her
research to expand the definition of the stages.

Caouette (1995) studied the impact of group support systems on the stages of development of
corporate teams. She studied two teams of 8 members each in a business environment, which
corresponds to Tuckman’s natural team setting. Data were collected by three methods: (1)
audiotapes, (2) interviews, and (3) an electronic group data support information technology
system, which was used by teams to input data comments anonymously. The teams’ goal was
to solve a business problem unique to this organization. Caouette observed each of two teams
over the course of 1 day while the teams worked on two tasks—one in the morning and one in
the afternoon. Consequently, a total of four team experiences was studied. The data from all
three sources were used to determine that these teams did not progress linearly through the
Tuckman development stages.

Miller (1997) evaluated the Tuckman stages model to determine the relationship between
group development and group effectiveness. To collect data on team behavior, Miller
generated and validated an instrument called the Group Process Questionnaire (GPQ). Miller’s
research was based on 176 participants formed into 42 teams, each of which was given a 4-
week task. Miller actually only surveyed 21 teams that worked on a single project for 4 weeks,
and then surveyed those same 21 teams working on a second 4-week project. Miller (1997) did
not define her population settings in terms of the Tuckman (1965) definitions. Like Maples’
(1988) population, Miller’s teams were in an academic setting. Miller developed these teams
from students enrolled in college courses in organizational theory. The students were taking
the course for credit, and team formation was required to complete the task. Miller concluded
that only 15 of the 42 teams followed the Tuckman sequence.
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The fact that Miller’s study was in a business environment, with students pretending to be
corporate executives setting up corporate structures and not with therapy groups, may explain
the lack of Tuckman sequences. Miller reported that 36% of her teams followed the Tuckman
model. Although Miller’s work in developing and validating an instrument to test the
Tuckman model is a significant contribution to the study of team development, there was no
statistical significance test applied to determine that the sequences she reported were unable to
be reproduced from her data by random fluctuations to a 95% level of confidence. Also, there
was no attempt to determine if the stages reported by her teams were discrete, clearly defined
stages to some specified level of statistical confidence.

McGrew et al. (1999) conducted a study designed to extend Tuckman’s stage theory to make it
more applicable to software development teams that remain together for years. They used
individual and group interviews to determine where the teams were in the Tuckman stage
model. The team sizes ranged from 5 to 16. The teams under study had life spans ranging from
less than a year to 9 years.

Similar to Maples’ (1988) study, this study started with the assumption that teams in general
follow the Tuckman model of development. The teams fit into the Tuckman (1965) definition
of work teams. This study focused on 10 software development teams within an organization
that had been working to achieve Level 2 of the Software Engineering Institute (SEI)’s,
Software Capability Maturity Model (CMM). The CMM has five levels, and it generally takes
about 2 years’ worth of hard work for an organization to change levels. A higher level implies
the entity is more capable at developing quality software within cost and schedule.

McGrew et al. (1999) did not actually validate the Tuckman model; they assumed it was valid
and used their research to extend the Tuckman four stages model to seven stages. They
indicated that the extended model stages start after the Tuckman Performing stage and are:

e De-norming: Drift back toward previous patterns of behavior as team changes in size
and other team changes take place.

e De-storming: The group starts to become uncomfortable as the Norming behaviors
decline. Interpersonal emotions become an issue.

e De-forming: Members are again in a state of determining whether or not they belong to
the group.

Chang et al. (2003) attempted to verify that teams follow a linear progressive stages model
similar to Tuckman’s model. The model used in the study—the integrated stage model—has
five stages defined as follows:

e Stage 1: Dependency and Inclusion where members initially feel uncertain about the
upcoming group experience.

e Stage 2: Counter-dependency and fight stage where members struggle to determine
their roles.
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e Stage 3: Trust and Structure where goals are clarified and initial fears of uncertainty
have been allayed.

e Stage 4: Work. This is the point where productive work has reached an optimal state.

e Stage 5: Termination is the time when members feel the project is completed and the
group will either change or dissolve.

The 25 teams involved in this research were composed of 8 groups of 5 and 17 groups of 4.
Team members were first-year college students in an academic setting. This is not one of the
settings defined by Tuckman in 1965. The teams were allotted 40 minutes to develop an
advertisement for a commercial product. Team interaction was videotaped, transcribed, and
analyzed. To validate the stages model, the researchers divided the 40 minutes of team
interaction time into four 10-minute intervals. For each interval, the proportion of time
allocated to each stage was calculated by dividing the number of statements made
corresponding to a particular stage by the total number of statements made in that time
interval. The stage that had the highest number was allocated to that time interval. Chang et al.
(2003) concluded that the study partially supported the stages model in that the data trends
indicated that Forming characteristics decrease over time, while work (Performing)
characteristics increase over time. There was not enough data to statistically determine
whether or not the stages model was supported.

Benfield (2005) conducted a study to determine if the Tuckman theory would explain the team
development process in science and engineering organizations. Benfield (2005) used the
Group Process Questionnaire (Miller 1997) to survey teams. There were 122 work teams
analyzed in this study. Table 2.1 below shows how the 122 teams were broken out according
to team size and team duration.

Table 2.1. Benfield Data Demographics

0-7 8-10 11+
Team
Size 51 18 53
Task Length 0-3 3-6 6-9 9-12 12+
(months)
16 17 18 6 65

Benfield, using an analysis approach similar to Miller (1997) (i.e., an assessment of raw timing
data that provides no statistical confidence that his results represented discrete stages or were
more than random fluctuations in the data), found that 16 of the 122 teams (13%) perceived
they followed the Tuckman model. A Kruskal-Wallis analysis of all the individual time-of-
occurrence data from all 122 teams pooled together as if they represented a single team
suggested that there were three discrete stages perceived by this collection of all teams:
Forming, Storming, and Norming/Performing (F, S, N/P). However, since the Storming stage
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was reported by Benfield to have a much smaller incidence of occurrence (34%) than the other
two stages and to be spread more or less evenly over the entire timeline (not producing any
distinct stage in time), it is not clear that his result of: F, S, N/P has any particular meaning
relative to individual teams or even to an ensemble of all teams other than that a Forming stage
was found to be collectively discrete.

By applying a similar Kruskal-Wallis analysis to each individual team, Benfield (2005)
concluded that the four-stage Tuckman model was not followed by any team. However, it can
be shown that the Kruskal-Wallis test, being largely unsuited to this particular application, is
highly unlikely to find any incidence of any four-stage model being followed regardless of
how a team might have filled out Miller’s (1997) Group Process Questionnaire. Benfield’s
individual team results appear to be an artifact of his methodology rather than an assessment of
the data collected. This assessment is more thoroughly treated in Appendix K.

Clearly, there have been numerous research projects that have attempted to verify the
Tuckman model using various team sizes and teaming durations. Eben (1979), Maples (1988),
Caouette (1995), Miller (1997), McGrew et al. (1999), Chang et al. (2003), and Benfield
(2005) did not validate the Tuckman model—none had a methodology that could associate a
level of confidence with their results. Only one study (Miller 1997) had results that showed
any appreciable support (36%) of the Tuckman model. Because she worked with only 21
unique teams, used a noisy first time-of-occurrence assessment methodology, did not require a
test for the discreteness of consecutive stages, and developed results without the rigor
necessary to demonstrate how her results were statistically different from those that would be
achieved by analyzing randomly filled out questionnaires, her finding that 36% of her teams
followed the Tuckman model is more suggestive than factual. On the other hand, Miller’s
(1997) research did produce a very significant contribution to the field in the form of a
validated, reliable quantitative methodology for data collection that is free of interpretive or
observational bias. A summary of the contemporary research that has leveraged or tried to
validate the Tuckman model is shown in Table 2.2.

E. A Scarcity of Empirical Data to Validate Team Development Models

In the 40 years since Tuckman’s 1965 paper was published, there has been very little empirical
data generated that might confirm or deny Tuckman’s model. Besides the lack of rigorous
analysis, the number of teams studied and the quality of the data produced are additional
problems that have found no solution in a better methodology. There has been only one study
that used more than 25 independent teams (Benfield 2005), and most have studied 21 or fewer
(Eben 1979; Caouette 1995; Miller (1997); Chang et al. 2003), which makes it very difficult to
generalize results to an entire population or setting.

No research has generated a rigorous statistical assessment of stage existence as a discrete,
clearly defined element within a temporal sequence. Most research has historically depended
upon qualitative assessments of team behavior by a few trained individuals—a process that has
a tendency to introduce bias (Tuckman 1965). Much of the contemporary research has tried to
fit the collected data to a given model, rather than develop a model that fits the collected data
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(Maples 1988; McGrew et al. 1999). Such an approach is susceptible to interpretive bias and
calls into question the objectivity of the results.

Table 2.2. Contemporary Studies of Tuckman Model

No. of Group Group Collection/

Researcher | Groups | Size : : Analysis Results
Studied Duration Setting Method
Therapy/ . .
Eoen 6 8-9 ~9 hrs Training | Observation Did not validate the
(1979) Groups Tuckman model

Did not validate the
Tuckman model—
Maples (1988) | 24-32 6-7 ~20 hrs Academic | Observation | tried to better fit the
data by extending
Tuckman’s model

Caouette t:sfs / 8 4 hrs/ task Work Observation/ | Did not validate the
(1995) teams Interviews Tuckman model
team)
21(2 15 teams out of 42
Miller (1997) tasks/ 4-5 4 weeks | Academic Survey followed Tuckman
team) model
Did not validate the
Tuckman model—
McGrew et al. 10 5-16 1-9 yrs Work Interviews tried to better fit the
(1999) Teams .
data by extending
Tuckman’s model
Chang et al. . . . Did not validate the
(2003) 25 4-5 40 min Academic | Observation Tuckman model
See . .
Benfield (2005)| 122 | Table | 570 | WO ) gy | DO MOl vale e
2.1 '

There has been little research that has been focused on the development of technical teams in
particular or settings other than therapy groups and human relations training groups. Few work
teams or teams that closely approximate work teams have been studied. The low quantity and
statistical quality of research focused on validating models of team development (particularly
Tuckman’s model—the most widely accepted theory at this time) is primarily due to the
difficulty and intransigence of the problem. Competent researchers have done the best they
could under extremely difficult circumstances. Until recently, there has been no practical way
to rigorously assess the behavior of a large number of teams. With the information technology
available in today’s environment, it is easier to collect large amounts of data using electronic
forms and software tools to evaluate the data.
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F. Short Duration Teams

The literature review revealed a gap in research on the short duration team. No definition of
the short duration team was found. Of the teams studied by Tuckman (1965), teaming
durations ranged from 1 hour to a few years. However, it was not clear how much of the time
was actually spent in the teaming environment. In the more contemporary studies, teaming
durations ranged from 40 minutes (Chang et al. 2003) to 9 years (McGrew et al. 1999). Of the
contemporary research, there were only four studies with durations of 20 hours or less as
shown in Table 2.3, and none of these studies validated the Tuckman model.

Table 2.3. Team Duration (Actual Time Spent Teaming)

Researcher Teaming Time
Eben (1979) 9 hours
Maples (1988) 20 hours
Caouette (1995) 4 hours

Chang et al. (2003) 40 minutes

G. Team Settings

As presented earlier in this chapter, Tuckman (1965) defined four types of team settings
(environments in which data were collected):

(1) Therapy Groups—Therapists and patients performing problem-solving activities to
help individuals overcome personal issues.

(2) Human Relations Training Groups—People brought together to learn how to work
more effectively in groups.

(3) Laboratory Groups—~People brought together by the researcher and given a task to
perform while being studied.

(4) Natural or Work Groups—People who naturally came together to accomplish a
task.

The contemporary research on group or team development typically falls into one of two
settings:

(1) Work teams—Defined as Tuckman’s (1965) Natural Groups.

(2) Academic teams—Teams that naturally occur in an academic environment where
students are required to form teams to jointly develop a product.

Three of the seven studies cited in this research (Caouette 1995; McGrew et al. 1999; Benfield

2005) used work teams as defined by Tuckman (1965). These were teams that were formed out
of necessity, and the researchers were able to capitalize on the opportunity and study the
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teams’ development. Three of the seven studies (Maples 1988, Miller 1997, and Chang et al.
2003) used teams in an academic environment for their studies. They were teams that were
formed to generate a team product in an academic setting. The academic environment does not
fit into any of the four settings defined by Tuckman (1965); however, this setting, depending
on the circumstances, may fall anywhere between the laboratory setting and the work team
setting.

These contemporary studies made no comparison between the developmental behaviors of
these academic teams and the developmental behavior of teams that occur naturally in a work
environment. Nothing was found in the literature that compared teams that formed in academic
settings to teams that formed in the work environment.

H. Summary of Literature Search

This literature review has provided a brief synopsis of the Tuckman group development model
and the limitations of its associated data (due to being largely based upon therapy group and
human relations training group data). This review has confirmed that the Tuckman model has
not been empirically validated for small, short duration technical teams or for any other team
setting. Although the Tuckman model has not been validated, it is widely used in organizations
and consulting firms as if it had been validated (Glacel and Roberts 1995 and Buchanan and
Huczynski 1997).

The research generated over the last 25 years exploring the use of Tuckman’s model has been
reviewed. These studies generally utilized observation as the data collection methodology.
Observation is extremely labor-intensive and time-consuming, thus making it more difficult to
sample larger populations and, according to Tuckman and Jensen (1977), is inherently
susceptible to interpretive bias. Tuckman has commented on the need for studies of larger
populations and for more rigorous methodologies (1965 and 1977).

Since Tuckman and Jensen’s (1977) research, there have been only five researchers who have
directly attempted to validate the Tuckman model (Eben 1979; Caouette 1995; Miller 1997;
Chang et al. 2003; Benfield 2005). In general, most of the researchers have started with the
hypothesis that the Tuckman model was valid and attempted to find artifacts of that model
within their data. Others such as Maples (1988) and McGrew et al. (1999) generalized the
Tuckman model to better fit their data. Of the five researchers attempting to validate the
Tuckman model, only Miller (1997) and Benfield (2005) used a methodology other than
observational data collection and had sample sizes significantly larger than the other
researchers. The scientific credibility of results remains the primary issue.

In summary, none of these researchers were able to validate the Tuckman model as a generic
model that was applicable to the teams they studied. This literature review uncovered no
research validating the Tuckman model in general or as it is applied to the short duration teams
that are affecting large sums of money and critical decisions in contemporary society. As a
result, if the Tuckman model is to be broadly used for short duration teams, there is a need to
determine the ability of the model to explain short duration team development.
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CHAPTER 11
RESEARCH STATEMENT

Most of the research generated over the last four decades that attempted to verify team
development models evaluated less than 22 teams. Because of small sample sizes and
generally subjective methodologies, conclusions have remained tentative. Only Benfield
(2005), who analyzed data on about 122 teams, has broken this mold by collecting data
through a validated questionnaire instrument instead of subjective observation.

Previous team research was limited to a relative small number of teams because of the time
consuming and labor-intensive methodology required to observe a team at work and to make
sure that multiple independent assessments were made to minimize individual subjectivity
(bias). In addition to the resource challenge, it is inherently difficult for outside observers to
correctly and consistently identify subtle shifts in behavior and among team members and then
be able coalesce those individual observations into a clear collective team behavior or
attribute. Nevertheless, observation has, historically, been the data collection technique of
choice because there have been no better alternatives.

A. Research Idea and Concept

To empirically determine whether or not short duration technical teams follow the Tuckman
team development model, a large enough number of teams must be rigorously assessed to
allow the results to be generalized. This design criteria drove the present research approach
and methodology.

The intent of this research is to study a much larger number of teams than has been studied in
the past. All teams will be taken from a group setting that is of critical importance to the
government and one that has been almost entirely ignored by previous research: small (4 to 8
members), short duration (< 40 interactive hours that takes place in < 1 month) technical
teams.
B. Research Question
The primary objective of this research is to empirically determine whether or not the Tuckman
model of group development applies to small, short duration technical teams. This can be
stated in the following hypothesis:

The hypothesis is:

Ho: Small, short duration technical team development does follow the Tuckman model.

Hi: Small, short duration technical team development does not follow the Tuckman
model.

23



If the results show that teams follow the Tuckman model in small, short duration teams, then
the null hypothesis will be accepted, and the Tuckman model will be supported.

A secondary objective is to determine if there is a correlation between quality of the team
product, and the team development model followed.

Hs: There is a correlation between team product quality and team development model.

Hjs: There is no correlation between team product quality and team development
model.

If the results show a correlation between the quality of the product generated by each team and
the development model experienced by that team, then Hs will be accepted.

C. Contribution to the Field

This research will provide a better understanding of whether or not the Tuckman model of
team development is able to explain how small, short duration technical teams develop. Since
the model is predominant in both government and industry, whether or not this model applies
to these teams is of interest.

In addition, a scientifically rigorous methodology for evaluating and analyzing a large number
of teams with respect to group development models in general, and the Tuckman team
development model in particular, will provide an added contribution to researchers attempting
to validate the Tuckman model or other models in diverse team settings.
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CHAPTER IV
DEMOGRAPHICS AND TEAM CHARACTERISTICS

This chapter will describe the more salient attributes of the teams under study (size, duration,
time scale resolution, and instructor’s assessment of team performance) and summarize the
demographics (gender, education, experience, career field, organization type, and skill level)
that define the individual team members. It will provide some insight into the characteristics of
both individual team members and the collective teams upon which this research is based.

A. Team Size

Original team sizes varied from 4 to 8 members. The number of qualified responses from
teams varied in size from 2 to 8 members. The following provides three progressively smaller
characterizations of the Defense Acquisition University (DAU) team data:

1) Original—the original team that worked together. 1,974 original team members
participated on 368 teams. Average Team Size: 5.4

2) Respondents—that portion of the original team that responded to the questionnaire.
1,773 team members on 368 teams returned questionnaires. Average Team Size:
4.8

3) Qualified—that portion of the respondents that filled out their questionnaires
properly and with due diligence (successfully passed all input data quality filters.
See Appendix M). 1,367 team members forming 321 teams were contained in the
qualified database. Average Team Size: 4.3

For example, the collection of all the data representing just the qualified teams is called the
qualified team database. Figure 4.1 shows team sizes vs. number of teams for both qualified
and original teams. Teams of 5 to 6 members were by far the most common team size within
DAU classes.
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Figure 4.1. Team Sizes for Qualified and Original Database

B. Duration of Team Activity

Though all the teams in this study were of short duration, some were longer or shorter than
others. The median team duration was 4 hours and the average team duration was 5.8 hours.
Figure 4.2 shows how many qualified teams experienced various durations of teaming activity.
The x-axis displays 10 duration bins in terms of hours of team interaction. For example, a team
that worked together 10 hours a day for 2 days or a team that worked together 4 hours a day
for 5 days would all be credited with 20 hours of team interaction. For the most part, the
duration of the exercise and the duration of the teaming interaction were the same. Teams
would be formed and then work intensively together without major interruptions or
distractions until they presented their final products at the end of the exercise.
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Figure 4.2. Duration of Teaming Activity
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C. Median Time Resolution

The timeline is composed of 50 units. Dividing the median time of the teaming exercises (4
hours) by 50 produces the median, or most typical, time resolution experienced by DAU
teams. The time resolution is the amount of “real-time” represented by one timeline unit. The
median was used because there were a small number of team exercises that took 20 hours to
complete. These pushed up the average value to 7 minutes, which no longer represented what
most teams were experiencing. In DAU qualified teams, the median time resolution was 4.8
minutes.

D. Instructor Evaluations of Team Performance
The lead instructor of each class, often in consultation with additional class instructors,
evaluated the quality of each team’s products. Table 4.1 shows how those evaluations were

distributed over the 321 teams. The instructors judged there to be 145 above average, 151
average, and 25 below average products.

Table 4.1. Instructor Evaluations of Team Products for 321 Teams

Above Average | Average | Below Average
Number 145 151 25
Percent 45% 47% 8%

Table 4.2 shows how those evaluations were distributed over the 47 teams that were dropped
because of poor quality or lack of responsiveness. It should be noted that a team being dropped
from the qualified team database because of poor response and/or poor quality is not an
indicator of below average performance. In fact, the data indicate that teams with average
performance were a little more likely to be dropped while teams with below average
performance were much less likely to be dropped.

Table 4.2. Instructor Evaluation of Dropped Teams’ Products

Above Average | Average | Below Average
Number 21 25 1
Percent 45% 53% 2%

Table 4.3 shows how team performance evaluations were distributed over the 44 teams that
experienced significant Storming. The data indicate that a team that storms much more than
usual is not an indicator of poor performance. In fact, 40 of the 44 Storming teams produced
average or above average products. This indicates that the Storming that did take place was
seldom counterproductive. It was either quickly dealt with or dispensed with, or it served a
useful, or at least benign, purpose.
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Table 4.3. Instructor Evaluation of Products of Teams Experiencing Storming

Above Average Average | Below Average
Number 21 29 4
Percent 48% 43% 9%

E. Demographics
1. Gender

This population contained 67.75% males, 30.31% females, and 1.94% who did not indicate
their gender. Because the more technical professions (particularly engineering) are
predominately male, this lopsided gender breakdown is normal and expected within DAU.

2. Education Levels

The DAU students studied in this research project represent a typical set of DAU students.
They are generally well educated career professionals working in a predominately technical
environment. Table 4.4 shows the percent of team members vs. highest degree attained.
Eighty-eight percent have at least a college degree (BS/BA) and almost forty percent have
completed graduate degrees. These team members are generally aware and bright and should
have no trouble understanding the questions asked by the questionnaire or being able to relate
those questions to the events they witness in their teams.

Table 4.4. DAU Survey Population Education Levels

. Ph.D.
High School BS/BA MS/MBA Doctorate
12.26% 49.45% 36.4% 2.15%

3. Experience

The courses offered at DAU are typically not taken by inexperienced acquisition employees.
These are not entry-level courses but rather are aimed at mid- and senior-level professionals
who are actively trying to advance their careers. This group of career-ladder climbers tends to
have more drive and energy and is a little more intellectually aggressive than the typical
acquisition employee. The first two columns of Table 4.5 show the average numbers of years
of professional experience and the average numbers of years the team members have spent
working within product-oriented teams. The third column indicates whether the team members
have ever worked together as teammates on some other occasion. The last column indicates
the percent of team members who have been exposed to team development training.
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Table 4.5. DAU Survey Population Experience Levels

Professional Teaming Years of Average Number of Percent of Team Members
Years of g Members Teamed Who Have Had Team
: Experience . . .
Experience with Previously Development Training
11.29 7.14 1.94 71.04%

In summary, the DAU teams in the qualified database are, on the average, composed of mid-
level (11.29 years’ experience) professionals on the way up in their organizations. They have
been working in product-oriented technical teams in a professional capacity for over 7 years
and have previously worked in teams with one or two of their current teammates. Incredibly
enough, over 71% of them have had some training in the techniques of productive teaming.
Bottom line: These teams are highly experienced, motivated, and well prepared to work
efficiently together to produce whatever products are demanded by their various class
exercises.

4. Career Background
The professional backgrounds of the team members are as follows:

e 38.88% have their professional experience in Engineering, Science, Math, or
Computers.

e 37.76% have their professional experience in Business, Purchasing, Cost, or Finance.

e 23.36% have their professional experience in some other field.
Analytical thinking is a major part of their training and experience. Correctly interpreting the
questionnaire and answering it with a clear and accurate understanding of what they observed
within their teams should be a simple matter for these well-educated, seasoned professionals.

5. Department of Defense (DoD) Affiliation

Knowing the general type of organization that employs the team members, provides a look at
the professional cultures from which they come. The qualified team database contained:

24.10% active military,

69.34% government civilians,

2.11% were employed by private industry, and
4.46% fell into some other category.

The dominate culture is that of civilians working for the government (DoD) with a large
subculture of active military.
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6. Skills Available to the Team

Team members were asked to assess if their team possessed all the skills required to produce
the products required by the exercise. On average, the teams felt that they possessed 82.23% of
all the skills required. The data indicate that it would be largely incorrect to assume that teams
who judged themselves to be lacking in skill might constitute the majority of below average
performers even though there was a slight tendency in that direction. The data shown in Figure
4.3 do not strongly support that conjecture. For example, 17.93% of the above average teams
felt that they had between 70% and 80% of the skill mix required, 15.89% of the average
teams felt that they had between 70% and 80% of the skill mix required, and 28% of the below
average teams felt that they had between 70% and 80% of the skill mix required. In general,
most teams felt they had almost all the necessary skills at hand no matter how well they
ultimately performed. The extremes: The few that judged themselves to be seriously under
skilled did show a greater tendency to perform poorly while those claiming the highest level of
preparedness were equally likely to be above average, average, or below average performers.
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Figure 4.3. Skill Levels vs. Performance

F. Summary: A Portrait of the Average Team in the Qualified Database

The results of this research are entirely based upon the 321 teams that submitted good quality
input. The average team has a little over 4 members, spends 4 hours (median duration) in team
activity, and has a timeline with a median real-time resolution of 4.8 minutes. For the average
team, both the team members and their instructor rate their overall performance at 80%. The
members of this average team are 68% male. Most have bachelor degrees and are mid-level,
upwardly mobile, technical professionals who are employed by the government and have been
trained in how to work in teams effectively. They feel relatively confident of their ability to get
the job done (i.e., they possessed about 82% of all the skills required to produce an outstanding
product, which is in good agreement with their self-assessment and the quality of their
products).
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CHAPTER V

RESEARCH METHODOLOGY, EXPERIMENT DESIGN,
AND DATA COLLECTION

The objective of this research was to set up and execute a methodology that would enable an
objective, rigorous analysis of a large number of teams in order to determine whether these
teams are following the four-stage Tuckman model, or some variant thereof. This chapter will
provide a description of (1) the population from which the research data were drawn, (2) the
data collection methodology, (3) the data quality assessment methodology, (4) the accuracy
and consistency of team member observations and the transparency of the interface between
team members and the survey instrument, and (5) whether or not the data collected by the
survey instrument are capable of generating scientifically credible results.

A. Population from Which Data Were Collected
1. Background

For this research, the team members were drawn from the population of students attending the
Department of Defense (DoD), Defense Acquisition University (DAU) courses. The DAU
employs small, short duration technical teams in most of its classroom courses to emulate the
activities that acquisition professionals face in their everyday work experiences. The classroom
courses are used to provide hands-on experiential learning. Experiential learning at DAU
requires that students work in teams where they gain professional experience solving real-
world problems that closely mirror both the teams and the tasks that they encounter in their
workplace environment (Knight 2005).

These DAU teams could technically be classified as academic teams because they take place in
a classroom where an instructor assigns the team project. However, functionally it could be
argued that they are more like work teams because the assigned tasks that emulate real-world
problems that the team members are asked to solve in a work team environment within their
own organizations. The DAU teams are brought together to learn and to practice working real-
world problems. If the DAU teams are role playing, then the roles they are playing mirror
those in the workplace.

As with work teams, the researcher had no control over the team tasks. Individual team
projects, which take from 1 to 20 hours of team interaction to complete, are relevant to the
tasks team members accomplish within their own organizations. The team projects are selected
by the course instructor. DAU teams normally contain from 4 to 8 team members.

Because small, short duration technical teams perform such a critical function within the
acquisition process, and because they dominate the DAU instructional process, there is a
strong incentive to better understand the mechanics and development of these teams. It is the
intent of this research to help pave the way toward better team management, higher team
productivity, and a more effective use of teams within the DoD and the DAU in particular, as
well as for the management of small, short duration technical teaming in general.
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2. Motivation Level and Attitude with Which Tasks Are Approached

All team exercises within the DAU require products to be developed and delivered by the end
of the exercise. The products delivered in the class are similar to products delivered in the
DoD acquisition environment. For example, a Systems Engineering class is required to
perform a Requirements Analysis Task within the class team. These are the people who
perform Requirements Analysis Tasks within the Acquisition Workforce.

The instructor grades product quality. It can be assumed that students are generally motivated
to develop the best products they are capable of producing within their teams because the
quality of their work is openly graded. Furthermore, passing DAU courses is dependent upon
the quality of their teamwork as well as the quality of their team products (in addition to their
final exam grades). Since passing a DAU course earns a certain level of certification within the
Acquisition Corps and since certification levels are tied to career advancement opportunities
(DoD Directive (DoDD) 5000.52, 2005), DAU students generally take their teaming activities
seriously and are motivated to work well together.

3. Reason for Selecting DAU Teams for this Study

(a) The DAU sponsored this research project because it is interested in understanding the
team development process within DAU teams.

(b) Because DAU teams are reflective of the overall DoD acquisition population, better
understanding the development of DAU teams is the first step toward enhancing team
productivity within the entire acquisition community.

(c) DAU classes typically last from 1 to 6 weeks and incorporate multiple team
assignments and projects (each independent and unique) during that time. Having the teams in
a classroom setting leverages the labor and cooperation of more than 120 instructors, provides
a graded evaluation of the teams’ products, ensures a consistent population within a consistent
setting, provides strong motivation for the teams to work diligently together, and offers up an
endless supply of small, short duration technical teams to study.

(d) DAU classes generate hundreds of small, short duration technical teams every month.
In a timeframe of 4 to 6 months, sufficient data can be collected to gain a representative
sample of the DAU population.
B. Team and Task Attributes
1. Measuring Duration of Teaming Experience
For the purposes of this research, team duration is specified in terms of the time teams spend
in active interaction between members. Some of the teaming exercises in this study were very

short (1 hour) and some were longer (20 hours). The teaming exercises were either
concentrated, i.e., 5 hours straight without interruption, or they required the team to meet for a
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short time, do some individual research/work, and then meet again later to resume working as
a team. Data were not captured on whether the team duration was concentrated or spread over
several days.

The team durations that were reported in this research refer to the actual hours that the team
members spend together working on a single teaming exercise, not necessarily the time
elapsed from the start of a given exercise to its completion. For example, a 20-hour team
duration means that team members interacted directly with each other for at least 20 hours in
order to complete a single project or exercise. This interaction may have occurred within a 3-
to 4-day exercise that was part of a 6-week course. Consistent with Lau’s (1999) definition of
the short duration Internet team, this research will define short duration teams as those that
have less than 40 hours of interaction between team members. Additionally, the 40 or less
hours must be experienced within a period of time that is no longer than 1 month’s duration.

2. The Size of DAU Teams

The size of the teams studied for this research project varied from 4 to 8 members. It is the
policy of most DAU instructors to divide teams of 8 or greater into smaller teams in order to
maximize the personal interaction required of team members. The distribution of team size,
duration, and other team attributes (e.g., average age, gender, and education) within the
research population is discussed in Chapter 1V.

3. Types of Classes and Tasks

The types of classes that participated in this research were Systems Engineering, Acquisition
and Program Management, Software Acquisition Management, Information Technology,
Budget and Cost, Contracts, and Logistics. The types of exercises varied based on the class.
Some examples are as follows:

e Systems Engineering: Teams were asked to spend approximately 2 hours developing a
Requirements Analysis for a new missile system based on a threat document and user
needs.

e Contracts: Teams were asked to put together a contracts package and prepare for
contract negotiations. Two teams are then pitted against each other to perform
negotiations.

e Budget and Cost: Teams were required to prepare a case study with a weapon systems
cost estimate.

e Information Technology: Teams were required to evaluate a case for an information
technology program and prepare a detailed earned value analysis.
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C. Data Collection
1. Objective

This research project required a data collection instrument that would test for the occurrence of
Tuckman’s initial four-stage model over the life of a single task-oriented teaming experience.
The instrument should be reliable, validated, unobtrusive, and relatively easy to administer.

2. Selecting a Data Collection Methodology

Using a questionnaire to collect information from team members to determine if and when a
Tuckman stage occurred provides the only data collection process that can reasonably assess a
large number (>300) of teams. Questionnaires reduce time required in the research process
significantly by making it unnecessary to employ more labor and time-intensive methods (such as
systematic observation by multiple individuals) (Wheelan 1994). Furthermore, questionnaires can
be generated electronically and published to the Web, thereby automating the data collection
process and allowing the researcher to expand the number of teams that can practically
participate in a single study. Fortunately, reliable and validated questionnaires have been
developed that measure both the developmental stage that a group is presently in or the
developmental sequence of stages that individual group members experienced during their
teaming experience.

An instrument is considered to be valid if it performs as intended. According to Nunnally
(1967), validation of an instrument is a matter of degree—an unending process that, when
successful, eventually converges to a solution that is judged to be good enough. The types of
validity of interest are: (1) content validity and (2) construct validity. “Content Validity
includes any validity strategies that focus on the content of the test ... that is, test items match
test objectives” (Brown 2000, p. 7). “Construct Validity is defined as the experimental
demonstration that a test is measuring the construct it claims to be measuring” (Brown 2000, p.
7).

An instrument is considered reliable if it is consistent. In other words, repeatedly measuring
the same thing with the same process yields the same result (Trochim 1991). It is the intent of
this research to use a questionnaire to collect data that has been validated by testing reliability
and both content and construct validity, and is able to measure the time-of-occurrence of the
four Tuckman stages over the team life cycle.

Wheelan (1994) conducted research to evaluate the existing team development instruments
and found: (1) the Team Development Inventory, (2) the Group Development Assessment, (3)
the Group Development Stage Analysis, (4) the Reactions to Group Situations Test, and (5)
the Group Attitude Scales. In this research, a review was conducted to determine what other
instruments have become available since 1994, and the following were found: (1) the Group
Development Questionnaire (Wheelan and Hochberger 1996), (2) the Group Process
Questionnaire (Miller 1997), and (3) the Team Questionnaire (Clark 2001).
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These eight instruments were reviewed to determine which had been tested for both reliability
and validity. The instruments that met these criteria were the Group Attitude Scales, Group
Development Questionnaire, and Group Process Questionnaire. Of these three, the Group
Development Questionnaire and the Group Attitude Scales were only designed to measure a
team’s current stage. Multiple measurements would be required to determine the occurrence
time for each Tuckman stage. The only applicable instrument that met all of the requirements
of this research study was the Group Process Questionnaire (Miller 1997). The Group Process
Questionnaire (GPQ) passed standard tests for reliability and validity and is capable of
measuring the time-of-occurrence of each of the four Tuckman stages over the life of the team.
A summary of these instruments is provided in Table 5.1 with the Group Process
Questionnaire highlighted as the instrument of choice.

Table 5.1. Team Development Data Collection Instruments Summary

Good for
Instrument R(.T.I;z?éléty Validated Eg?;%%“g?s?:grzm
Over Team Life

The Team Development Inventory N N Neither
The Group Development Assessment N N Team Life
Group Development Stage Analysis N N Neither
The Reactions to Group Situations Test N N Neither
Group Attitude Scales Y Y Current Stage
Group Development Questionnaire Y Y Current Stage
Group Process Questionnaire Y Y Team Life
Team Questionnaire N N Current Stage

3. Miller Instrument—Group Process Questionnaire

The GPQ was specifically designed to test the Tuckman model over the life of the team, is
task-oriented, and has undergone both reliability and validity testing. This instrument was
designed to test both the Tuckman (1965) model and the Gersick Temporal model (1984). The
Gersick group development model is an alternative team development model that states that
teams have two phases with a midpoint transition (Gersick 1988).

This research is only interested in the Tuckman model; however, all questions were used since
the instrument had been validated using all questions. Modification of the instrument could
invalidate the reliability and validation tests that were performed.

There was an additional advantage to leaving the instrument in its original form. If only
Tuckman questions were in the instrument, it is possible that some within the DAU student
population might make the connection to the Tuckman model and try to provide what they
consider to be the correct answer. This would create a bias in favor of the Tuckman model.
This population is very much aware of the Tuckman model, since the DoD introduces the
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Tuckman model in many courses. The additional questions make it less likely that the DAU
population would make the connection to the Tuckman model.

The GPQ contains 31 questions, 15 of which pertain to the Tuckman model. Table 5.2 shows
the stage next to its associated question number. For example, the second Storming question
(S2) is addressed by question number five in the GPQ. Note that the questions are randomly
distributed throughout the questionnaire to minimize recognition of the Tuckman stages.

Table 5.2. Tuckman Questions in the Group Process Questionnaire

Stage | Question GPQ Question
F1 14 The team attempted to discover what was to be accomplished
F2 24 Individuals tried to determine what was to be accomplished
F3 31 The team tried to determine the parameters of the task
S1 1 There was conflict between group members
S2 5 Individuals demonstrated resistance towards the demands of the task
S3 16 The group was experiencing some friction
S4 20 Group members became hostile towards one another
N1 11 Individuals identified with the group
N2 23 Group norms were developed
N3 26 The team felt like it had become a functioning unit
N4 30 Group cohesion had developed
P1 3 Solutions were found which solved the problem
P2 6 A unified group approach was applied to the task
P3 21 Constructive attempts were made to resolve project issues
P4 22 Problem solving was a key concern

F=Forming S=Storming N=Norming P=Performing

The instrument asks if an event occurred during the teaming experience and the team member
can select, “YES,” “NO,” or “UNCERTAIN.” If the answer “YES” is selected, the team
member is asked to identify when the event happened on a timeline that contains 50 blocks.
The respondent can select one box if it were a singular event or multiple boxes if it continued
or reoccurred. (See Figure 5.1; here the boxes are represented by circles that turn dark once
selected.) The limit of time measurement resolution for the GPQ instrument is the team
duration divided by 50.
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1 “Problem solving was a key concern” 50

Figure 5.1. Example of How the Questionnaire Timeline Might be Completed

To make the GPQ easier to administer and analyze, it was converted to an electronic format
and made available on the Internet so that team members could respond via Web access.
Though the directions were updated for the electronic version, none of the original 31
questions was changed. Appendix C contains the original GPQ, Appendix D contains the
electronic version, and Appendix E contains the letter from Dr. Miller granting permission to
use the instrument.

4. GPQ Reliability and Validity

Miller’s (1997) questions were developed and evaluated by a group of 12 subject matter
experts in the group development field. Miller (1997) used 143 undergraduate students
participating in a 4-week teaming exercise to test the construct validity, content validity, and
reliability of the GPQ.

To determine the instrument construct validity, Miller (1997) utilized videotape segments
showing each of the Tuckman stages. Forty-five individuals who were provided training on the
Tuckman model viewed the tapes to identify which items in the questionnaire were found in
the videotapes. The results were analyzed to determine whether the individuals were able to
identify a stage and when it took place.

Content validity was assessed by comparing the results of the questionnaire for 10 random
groups to the evaluation of the Tuckman stages experienced by these groups as deduced (by
experienced raters) from audiotapes recorded during the teaming sessions. More details on
Miller’s Validity study can be found in Appendix H and in Miller’s 1997 Dissertation, The
Effects of Group Development, Member Characteristics, and Results on Teamwork Outcomes.

Miller (1997) used a Cronbach alpha coefficient to test Reliability. Reliabilities for the
Tuckman stages were 0.68, 0.81, 0.80, and 0.63 respectively (Miller 1997). According to Kline
(1986, 1993), values of .6 and .7 are considered to be within an acceptable range for reliability
tests.
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A Pilot reliability study was conducted on the initial DAU data to determine if the process of
converting the Miller (1997) GPQ to an electronic version affected the reliability. A Cronbach
(1960) alpha coefficient was used. This study involved 8 teams and a total of 35 respondents.
The results of this study showed reliabilities of 0.72 for Forming, 0.93 for Storming, 0.67 for
Norming, and .80 for Performing. These reliability values are consistent with Miller’s (1997)
reliability study and in the acceptable range according to Kline (1986, 1993).

5. Performance of the GPQ as it was Applied to DAU Teams

Table 5.3 shows how the data collected by the GPQ were distributed over the 15 questions.
Table 5.4 shows how the data collected by the GPQ were distributed over the four stages.

Table 5.3. GPQ Performance by Individual Question

Performance By
Question

Of all the questions that
were actually answered
"YES" to a given stage
by the 1,448 individual
DAU team members,
what % were answered
"YES" to each question
within that stage?

Out of all the possible
"YES" answers for a
Jgiven question, what %
were actually answered|89% 85% 85%]25% 12% 25% 6% |80% 56% 80% 82%]90% 85% 77% 46%
"YES" by the 1,448
individual DAU team
members ?

F1 F2 F3]S1 S2 S3 S4INlL N2 N3 N4JPlL P2 P3 P4

34% 33% 33%|37% 17% 37% 8% |27% 19% 27% 28%]30% 29% 26% 15%

Table 5.4. GPQ Performance by Stage

Performance By Stage Forming | Storming | Norming | Performing

Of all the questions for a given stage that could
have possibly been answered "YES," what %
were actually answered "YES” by the 1,448
individual DAU team members?

Of all the
Forming+Storming+Norming+Performing
questions that were actually answered "YES," by | 28.03% 7.39% 32.24% 32.35%
the 1,448 individual DAU team members, what %
were answered "YES" to each stage?

Nominal value =] 20.00% 26.67% 26.67% 26.67%

86.21% 17.04% 74.38% 74.64%

38



From the first row of Table 5.3, one sees that all the Forming questions triggered about the
same amount of response. Storming question 1 (S1) and Storming question 3 (S3) were
responsible for almost 75% of all Storming response. S2 triggered only half as much response
as S1 and S3 while S4 triggered only half as much response as S2 and one-fourth as much as
S1 and S3. When this outcome is combined with the data in the second row of Table 5.3 and
with the Storming column of Table 5.4 where one sees that Storming was observed only one-
fifth as often as the other stages, it becomes clear that questions S2 and especially S4 were
largely irrelevant to the experience of the DAU teams. Though the second Norming question
(N2) was a little weak, all the Norming questions triggered about the same amount of
response. The first three Performing questions captured 85% of the response relative to
Performing with the last Performing question describing an event that evidently remained
largely unobserved within DAU teams.

Table 5.4 indicates that Forming, Norming, and Performing were all observed most of the time
while Storming represented a much weaker attribute of DAU team development. Only 17% of
the possible Storming questions were answered “YES” while the other stages responded to
about 80% of their available questions. Furthermore, Storming accounted for only 7% of the
“YES” answers given while the remaining 93% were divided almost equally between the other
three stages.

6. Team Instrument Distribution

The complete Web-based survey included the GPQ and demographics questions. DAU course
instructors asked students to complete the Web-based instrument immediately following a
teaming exercise. When the respondent clicked the submit button, the instrument results were
e-mailed directly to the researcher. All data were collected anonymously, but the respondent
was asked to provide the course name, course number, team number, and instructor name.
These data were used to correlate teams. In an effort not to bias the results, instructors only
told the students the following:

A recent General Accounting Office (GAO) [now known as the Government
Accountability Office] Study—*DoD Teaming Practices Not Achieving
Potential Results,” GAO-01-510 indicated that a better understanding of team
development could help produce more productive teams. This DAU research
project is making an effort to help develop this understanding. Perhaps together
we can discover how to help improve Acquisition, Technology and Logistics
(AT&L) Workforce teaming efficiency and productivity.

7. Instructor Information/Feedback

The electronic instrument is task-based. That is, it asks questions about the team’s experience
during the production of one major product. For this reason, the DAU teams were studied
during only one major teaming exercise. Even though the teams may have participated in
several exercises over the course of the week, or 6 weeks depending on the class length, only
one exercise experience was studied. It would have been too obtrusive to the classes to have
the survey completed on more than one teaming exercise.
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The electronic data collection technique allowed convenient and immediate access to the
questionnaire by all team members immediately after the exercise was completed. This
convenience factor enabled the DAU instructors to support this research. Appropriate team
exercises were described to course instructors in the following way:

e The team members must work closely together in an integrated team effort to produce a
significant product by the end of the exercise. A major report, briefing, or presentation
is a satisfactory product—the more significant the product (i.e., requiring more
interaction among the team members) the better.

e The team exercise should allow for a minimum of 30 minutes of team/group activity.
Longer is better.

e Immediately after the teaming exercise (at least before the start of the next team
exercise), all team members must complete the electronic survey instrument (a Web-
based questionnaire that takes 10 to 15 minutes to complete).

The instructors were encouraged to select the first exercise or one of the first exercises for this
research effort. However, the researcher had no control over which exercise would be chosen.
The instructors were given the freedom to choose an exercise and could select based on
available time to complete the survey. The instructors did not report what exercise was
selected for each class. However, based on conversations with more than half of the
instructors, in most cases the first exercise was selected. Appendix F contains a copy of the e-
mail that was sent to instructors outlining constraints.

The instructors were also asked to provide feedback on the quality of the products produced by
the teams and the duration of the teaming experience (i.e., how much time the team actually
spent working together on the exercise). The quality evaluation was expressed as above
average, average, or below average relative to what is typically produced by students in these
courses. Appendix G contains a copy of the instructor electronic questionnaire.

D. Issues of Input Data Quality

A careful analysis of the questionnaire data being input by individual team members indicated
that there were three types of problems that, when they occurred, rendered the data useless at
best, and misleading at worst. These problems occurred often enough to significantly affect the
final results. Poor quality input data primarily introduces additional noise into the research
database. To a lesser extent, input data quality problems may produce a low level of bias in
addition to simply obscuring results with additional noise. Clearly, steps need to be taken to
eliminate as much of this poor quality input data as possible without eliminating a significant
amount of good quality data. By automating the quality filtering process, inconsistency was
eliminated. Great care was taken to make sure that the automated process was based upon
clear, objective, quantified criteria in order to ensure that the quality filters were not creating a
systematic bias of their own. See Appendix M for more detail on data quality issues.
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The first type of poor quality input was produced by team members not taking the time and
due diligence to use the questionnaire properly. Such input data were full of errors. A “YES”
answer with no timeline data, a “NO” answer with timeline data, or questions skipped
altogether represented fatal errors in producing useful data. If more than 20% of the 15
Tuckman questions had such fatal errors (Tuckman Error Threshold (TET) = 3), the data were
eliminated from consideration. If more than 20% of the total 31 questions represented fatal
errors (Total Error Threshold (ToET) = 6.2), the data were eliminated from consideration.

The second type of poor quality input was produced by team members who simply answered
“NO” or “UNCERTAIN” to almost all of the questions thereby creating little or no useful
timeline data. It was assumed that most of these team members simply wanted to “get
through” the questionnaire as quickly and with as little effort as possible. Based on the overall
high Kappa scores discussed below, it is possible, but much less likely that team members may
have been genuinely unable to relate the questions asked to their teaming experience. If more
than 80% of the total 31 questions were answered with a “NO” or “UNCERTAIN” (N + U =
24.8), the data were eliminated from consideration.

The third type of poor quality input was produced by team members who generated the same
timeline data for all or almost all of the questions thereby creating little or no useful timeline
data for this research. (All stages had the same time-of-occurrence; therefore, no sequence of
stages could be defined.) It would appear that most individuals generating entirely redundant
time-of-occurrence data simply wanted to “get through” the questionnaire as quickly and with
as little effort as possible so, for example, they checked timeline box 1 for every “YES”
answer. In this case, it is reasonably assumed that the “YES” answers were probably chosen at
random. Also, there were a few who could not differentiate the stages and felt that every stage
happened all the time. These individuals checked all 50 timeline boxes for every “YES”
answer. Eventually, that would grow tiresome and they would check just box 1 and box 50.
Based on the overall high Kappa scores discussed below, it remains possible, but less likely
that a very small number of team members may have been genuinely unable to relate the
questions asked to their teaming experience.

If the team member did not differentiate at least three of the four Tuckman stages (not
necessarily in the Tuckman order) with their answers to the questionnaire, their data were
eliminated from consideration. In other words, their timeline data were required to generate at
least a three-stage sequence [Cooperation and Awareness Threshold (CAT) = 3]. An analysis
of all input data indicates that generating at least a three-stage sequence is basically
unavoidable for any team member using due diligence in filling out the questionnaire. To
produce a three-stage sequence, an individual must relate at least 1 of the 15 questions to 3 of
the 4 Tuckman stages. One hundred percent of all questionnaires that were properly filled out
(passed the error criteria defined above) accomplished this—it was only the individuals who
generated an identical average time-of-occurrence for all (or almost all) Tuckman events who
were eliminated from the database because of highly suspicious repetition. Individuals who
were dropped due to this quality criterion were manually checked. Almost all were found to be
clear cases of non-cooperation or “gaming” the questionnaire—very few produced data that
were not obviously gamed.
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A fourth type of quality check was applied to the teams as a whole instead of to the input data.
After the three sets of quality checks described above were applied and all individual team
members producing poor quality data had been dropped from the database, at least 50% of the
original team members (not just those who submitted a questionnaire) had to be present in the
database or the team was disqualified and dropped from consideration. In other words, if more
than 50% (Threshold for Minimum Team size (MT) = 50%) of the original team members
either did not submit a questionnaire or produced unacceptable quality data, the team was
disqualified and eliminated from consideration.

After applying all 4 sets of quality filters (which also take into account nonresponding team
members), approximately 13% of the teams and 18% of responding individuals were dropped
due to input quality issues.

To summarize: Five independent criteria were used to assess team data quality. Two assessed
individual unintentional errors, two assessed individual intentional errors, and one required
each team to have at least half of its original members represented after those producing no
data or poor quality data had been removed. The removal of poor quality data reduced the
number of participating team members and valid teams.

One thousand nine hundred seventy-four original team members participated on 368 teams. Of
these, 1,773 (89.8%) returned questionnaires; however, only 1,448 (73.34%) returned usable
questionnaires. Additionally, teams were dropped if less than one half of the team members
returned usable questionnaires. Finally, of the 368 original teams, only 321 teams populated by
1,367 individual team members provided usable team data for this research. Appendix M
provides a more detailed discussion of the processes used to ensure data quality.

E. Measuring Agreement Among Team Members—Kappa Analysis

When using questionnaires to collect data, some variance in the responses given by individual
team members is to be expected. Asking team members to specify the time-of-occurrence of
each Tuckman stage at the end of the teaming experience requires significant skill in clearly
identifying specific team behaviors and accurately remembering when they occurred. Errors
should be expected. Because the GPQ was filled out independently by each team member,
these errors will be uncorrelated between team members and can thus be described as noise.
Variations in attention, perception, interpretation, language use, and understanding among
individual team members also produce noise in the collected data. Relative to both sources of
noise, it must be mathematically demonstrated that these variations among questionnaire
responses among the members of a single team are small enough to support rigorous
unambiguous research results and conclusions. This and the next section address that question.

To assess team member competence and the effectiveness of the team member to GPQ
interface, a Kappa Analysis was performed to determine the extent to which the two following
conditions were met: (1) The GPQ questions are clear and unambiguous. Team members
generally agree on the interpretation of each question’s meaning. (2) The team members were
able to clearly assess the development of their team experience and successfully associate that
experience with questions on the GPQ.
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Recall that team members individually filled out the GPQ without discussing their answers
with their teammates. Since each GPQ was filled out independently, a lack of knowledge and
understanding among the team members would be expected to create vagueness, uncertainty,
and non-uniformity among the “YES,” “NO” and “UNCERTAIN” answers produced by a
given team. The assumption is that team members would not show strong agreement in their
answers if they could not clearly understand the questions or if they were unable to clearly
relate the questions to the behavior they witnessed in their team experience.

Exceptionally strong team agreement, on the other hand, would indicate that the interface
between actual team behavior and the questionnaire was more or less universally clear and
well understood. Only if all the team members observe and interpret the same behaviors in the
same way would they be likely to strongly agree on how the questions should be answered.
Because of the simplicity and straightforwardness of the required observations and because of
the proven validity of the GPQ, it is extremely unlikely that most team members would
consistently and uniformly make the same erroneous observations about what their team
experienced in the same way at the same time.

Since Kappa (Cohen 1960) is one of the most widely used and accepted inter rater agreement
statistics, it was selected for this analysis. The Kappa statistic measures the consistency and
agreement between groups of k independent raters evaluating N questions of which each have
m possible answers. The Kappa statistic was calculated for each of the Tuckman stages and all
the stages combined for each team. The DAU data produced average Kappa scores between
0.47 and 0.64 for all stages.

Once the Kappa score has been determined, one must determine the significance of this value
or in other words, “one would want to determine whether the observed value was greater than
the value which would be expected by chance” (Siegel and Castellan 1988). For large N where
a normal distribution can be assumed, Siegel and Castellan (1988) provide a z statistic based
on the variance of Kappa that can be used to determine significance levels. However, the
Kappa calculations in this research involve N = 3 (Forming questions) and N = 4 (Storming,
Norming, and Performing questions). Therefore, a normal distribution cannot be assumed, and
an alternative method was needed to determine significance.

Barnard (1963) declared that an exact test of significance can always be determined by
generating a reference distribution based on random data. A Monte Carlo simulation using a
random number generator can be used to generate the reference distribution. The larger the
number of Monte Carlo simulations, the more precise the significance test (Barnard 1963).
“Monte Carlo significance test procedures consist of the comparison of the observed data with
random samples generated in accordance with the hypothesis being tested” (Hope 1968). The
Monte Carlo approach to significance testing “finds a natural application in non-parametric
situations” (Besag and Diggle 1977).

A Monte Carlo simulation was used to generate a reference distribution and cumulative

probability curve for the Kappa statistic. In order to maximize the accuracy of the significance
test, as many simulations as were practical were used. This number was based on the hardware
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and software limitations. 586,000 randomly generated GPQs were simulated. These randomly
generated GPQs were formed into 117,200 5-person teams, and the Kappa scores were
assessed for each simulated team. A histogram was constructed using the resultant scores to
produce the reference Kappa distribution (see Figure N.1 in Appendix N). The reference
distribution was used to generate a cumulative probability curve (see Figure N.2) to determine
the probability of producing any given Kappa score with completely uncorrelated data (total
lack of agreement).

There is a probability of 2.56 x 10 or less that group members who are in complete
disagreement will produce a Kappa score equal to or greater than 0.29. Since the probability
curve had already become asymptotic to zero (107°) at Kappa equals 0.29, there was no point in
trying to generate probabilities that necessarily must be less than 10 for Kappa scores greater
than 0.29. In other words, generating a Kappa score greater than 0.29 by randomly filling out
the GPQ is virtually impossible. The details of calculating Kappa scores and deriving the
reference distribution and cumulative probability curve are found in Appendix N.

The measured Kappa scores derived from the 321 DAU teams were then compared to the
reference distribution probability curve. The Kappa scores computed for each Tuckman stage
using DAU data were in all cases greater than or equal to 0.47. Comparing this to the reference
distribution, the results show an extremely strong agreement among the DAU team members
for all stages. The probability that DAU team members in total disagreement could produce a
Kappa score of 0.47 is essentially zero (much smaller than 10™). This Kappa analysis
concludes that individual DAU team members assessed the behavior within their teams in a
similar and consistent manner and that they had no trouble relating their observations of that
behavior to the GPQ.

F. Capability of the GPQ Measurement Methodology to Support Research Objectives

Measurement error, randomness, and the limits of measurement capability together produce
what is called “noise” in the measured data, which results in uncertainty and limitations within
the research results. Information contained within the collected data that reflects the actual
experience of DAU team members is defined as “signal” and exclusively constitutes the data
subset from which scientifically credible results must be derived. Thus, an accurate assessment
of both the signal and noise inherent to the GPQ measurement instrument and data collection
methodology is not only critical to what this research can consider valid individual or team
data, but also to a meaningful interpretation of the research’s results.

1. Sources of uncorrelated or incoherent error (noise) and the methodology for assessing
the probability that the collected data can rigorously support credible results.

The GPQ methodology used requires that team members, at the end of the teaming
experience, estimate (based on their memory only) the time each Tuckman event (described by
a question in the questionnaire) occurred. Moreover, previous research assessing the validity of
the Tuckman model documents the fact that it is often difficult, even for highly trained experts
studying videotaped teams, to accurately specify the time-of-occurrence of a Tuckman stage
because the point of initiation (in time) of a Tuckman stage is often a subtle or nebulous event
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without clear or reliable markers. Consequently, considerable variance in a team’s time-of-
occurrence data, as measured by the Miller GPQ, can be expected.

The mathematical process used to assess how much noise, randomness, or lack of coherent
content is contained within the DAU data compares the results generated by some specific
process implemented within the DAU dataset to the results generated by a similar process
applied to a reference dataset composed entirely of noise. This reference dataset is generated
by randomly filling out a large number of GPQs. To affect this process, a random number
generator determines whether each question is answered “YES,” “NO,” or “UNCERTAIN”;
and if “YES,” then a random time-of-occurrence is produced. The results of a given process
(such as determining the location in time of Tuckman stages for a 5-person team) are
generated using the reference (random) dataset by repeating the calculation a large number of
times (e.g., 100,000) employing a unique set of random numbers each time. The 100,000
random results are then sorted into bins thus forming a distribution of random results.

This distribution is then numerically integrated to produce a cumulative probability curve. The
probability curve enables a numerically expressed statistical comparison between results
produced by the DAU dataset (which contains information and noise) relative to the reference
dataset (which contains only noise). In other words, the application of this mathematical
process enables us to determine that results based upon the DAU data are, to a certain level of
statistical confidence, not random (not derivable from random fluctuations). Or equivalently,
that the probability of the results being random is equal to or less than some specific number a.

This means that by comparing any result derived from data collected from DAU teams to the
same result derived from data produced by a random process, the probability, P,, that the
research results could be derivable from uncorrelated or random data can be calculated. Here o
denotes some threshold of acceptability. Thus, in order for a result to be deemed credible, the
probability that this result could actually be generated by random fluctuations in the data must
be < a. Or equivalently, the confidence that these research results are not derivable from
random data must be: Confidence > (1 - a) * 100%. For this research project, a is generally
specified to be < 0.05, thus ensuring a 95% level of confidence that the results and conclusions
reported by this research are based on measured signal and not noise.

The statistical methodology just described was employed earlier in this chapter to assess the
statistical significance of the Kappa calculation. This methodology was used a half dozen or
more times within this research to generate a particularly useful reference distribution and then
integrate that distribution to produce a cumulative probability curve, which enables accurate
assessments of the statistical significance of the measured results. The details of applying this
statistical methodology including graphs of distributions and probability curves have been
relegated to appendices.

2. Applying this methodology to the DAU dataset. Assessing the probability that the data
collected by the GPQ can rigorously support credible results.

It is assumed that the variance of the measured time-of-occurrence data is a direct measure of
the overall noise inherent within the research measurement process. Subsections a) and b)
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below outline two independent approaches to assessing the variance of time-of-occurrence
data in order to measure how accurately and consistently DAU team members were able to
determine the time-of-occurrence of the 15 Tuckman events described by 15 Tuckman
questions (thereby determining the time-of-occurrence of the four Tuckman stages). What we
wish to demonstrate here is that the “signal” or information content within the collected data is
statistically different (to some specified level of confidence) from what one would expect if the
GPQ had been filled out randomly (all noise, no information). If it can be shown that the time-
of-occurrence data and subsequent locations of the Tuckman stages as measured by the GPQ
are highly unlikely (P < 0.05) to be the result of random fluctuations, then it follows that our
results and conclusions are, to a confidence level of > 95% based upon coherent information
(signal as opposed to noise) measured by the GPQ. In other words, it would be rigorously
demonstrated that the data collected by GPQ would represent, to a 95% level of confidence, a
scientifically sound measurement of the actual experience of the DAU teams and team
members.

a. The first approach calculates the variation within the timing data generated by each
DAU team by computing the variance in the timing data for each Tuckman stage. The variance
for each stage averaged over all teams was then compared to the variance that would be
generated if the timing data were random. Similar to the Kappa analysis, 30,000 5-person
teams (150,000 independent questionnaires) with randomized timing data were used to
generate both a reference distribution and a cumulative probability curve that enabled the
association of a given value of measured variance with the probability that this value could be
produced by random time-of-occurrence data. The distribution and probability curve are
shown in Figures N.4 and N.5 respectively in Appendix N.

Approach a) results:

e DAU Forming variance was at the 91% confidence level that it could not be the result
of a random process.

e DAU Storming variance was at the 95% confidence level that it could not be the result
of a random process.

e DAU Norming variance was at the 86% confidence level that it could not be the result
of a random process.

e DAU Performing variance was at the 90% confidence level that it could not be the
result of a random process.

e Variance over all stages was at the 90% confidence level that it could not be the result
of a random process.

e The time-of-occurrence data generated by the typical DAU team had a standard
deviation of 9.5 timing units and a probability of 0.1 of being generated randomly.
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The measured level of variance in the DAU timing data produces an overall 90% confidence
that the measured occurrences of discrete Tuckman stages are real (as opposed to random)
events. Since the median duration of DAU teams was 4 hours, the GPQ produces a median
timeline resolution of 4.8 minutes or a timeline measurement accuracy of + 2.4 minutes. Thus,
a Standard Deviation of 9.5 timing units represents a one sigma measurement accuracy of +
22.8 minutes of real-time. Thus, on the average, the team members within the 321 qualified
teams studied by this research, generally agreed on the time-of-occurrence of any given
Tuckman event to within about 23 minutes (less than 10%) of a 240-minute team duration.

b. The second approach calculates the average location of each Tuckman stage on the 50-
unit timeline for each of the 321 Teams and then determines the distribution of those average
stage means over the timeline. Next, 30,000 5-person teams (150,000 questionnaires) were
assembled that produced random timing data each time a question was answered “YES.”
These random data were reduced to determine where each random team located each Tuckman
stage. Because the timing was random, all stages were equivalent and, as expected, their
averages occurred at the midpoint of the timeline (25.5 timeline units—the average of the
integers 1 through 50). From this reference distribution, a cumulative probability curve was
calculated that would allow the determination of the probability that the DAU stage location
data were random. A distribution of the random data stage locations in timeline units and the
associated cumulative probability curve are found in Appendix N (see Figures N.11 and N.12).

Approach b) results:

It was seen that, on the average, for Forming, the DAU teams find that the occurrence of
Forming happens at about 12.68 timeline units, which has a probability of only 0.015 of
occurring randomly (see Figure N.13). This is the same as a confidence level of 98.5% that the
stage location represents a bona fide measurement of team behavior (signal as opposed to
noise). Other stages are assumed to have similar results since they are all constructed the same
way. The details of assessing collective stage time-of-occurrence and deriving the reference
distribution may be found in Appendix N.

Summary:

The GPQ is an instrument that is designed, validated, and proven reliable to measure the extent
that the Tuckman model is experienced by teams. It has been demonstrated that the output of
the GPQ instrument is of such quality that one can be confident (to a level of 90% to 99%) of
the meaningfulness of its measurements within the DAU data. Therefore, if DAU teams
experience the Tuckman model in a general way, the data collected by the Miller GPQ, should
be able to accurately measure the extent of this occurrence within the DAU population. If
instead, Tuckman sequences were not present within the data, or were present but non-distinct
in either time-of-occurrence or sequence, or were equally distributed throughout the timeline
without generating a pronounced peak, or were scattered about randomly, then this
methodology would not detect or report any valid Tuckman sequences.
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G. Summary of Research Data Collection Methodology

In summary, an electronic form of the Miller (1997) GPQ was generated and posted to a Web
site. The instructors within DAU voluntarily assisted in data collection within classes that had
appropriate teaming exercises and appropriate Internet connections. Faculty provided the Web
site to DAU student teams and provided some generic background information on the study.
Students completed the instruments online. When the student clicked “SUBMIT” to complete
the questionnaire, the responses were automatically e-mailed to the researcher in a format
designed to support the data analysis process. The data were copied from the e-mail to the
analysis engine, and final results were automatically generated.

H. Summary of the Assessment of the Ability of the Data Collection Methodology to
Fully Support the Goals of this Research Project

An analysis of the time-of-occurrence data generated independently by each DAU team
member clearly demonstrated that the data are able to support statistically rigorous results and
conclusions about whether or not DAU teams followed the Tuckman linear sequential model.
It has been shown how data quality standards were enforced to ensure that the research
database contained a minimum of noise and disinformation. Also, it has been demonstrated
that team members were able to clearly assess the behavior within their teams relative to the
Tuckman model event descriptions described by the GPQ. Finally, it was shown that the time-
of-occurrence data upon which the results of this research is based contain a high enough
signal-to-noise ratio to ensure that derived results can be scientifically credible. Appendices N
and M derive the details supporting these conclusions.
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CHAPTER VI
ANALYSIS AND RESULTS

The objective of this research was to determine if the Tuckman team development model
applies to small, short duration technical teams formed within the Defense Acquisition
University (DAU) classrooms. The general methodology was to select an in-depth teaming
exercise that required DAU student teams to produce a product that is both complex and
typically demanded within the acquisition community, which would subsequently be graded
by the instructor.

This chapter presents the analysis methodology and final results of this study and will
demonstrate:

e How individual data were combined into team data.
e How well the raw data support the Tuckman model.

e How teams and individuals were assessed to determine the extent to which they
followed the Tuckman model (or some variant thereof).

e How the analysis methodology ensures that all results and conclusions derived from
team and individual data collected by the Miller (1997) Group Process Questionnaire
(GPQ) are statistically significant.

e How various parameters reflecting analysis assumptions affected the final results.

e How the results of instructor assessments of team products were related to following
the Tuckman model (F<S<N<P) or some variant of the Tuckman model (F<N<P or
F<N/P).

A. Combining Individual Team Member Data to Define Collective Team Experiences
1. Introduction

Each of the 15 Tuckman questions in the Miller GPQ represents a “Tuckman event.” Various
mathematical methodologies can be used to combine a single individual’s multiple time-of-
occurrence data for a given question into a single time-of-occurrence for the event specified by
that question. Similarly, the multiple event-times generated by individual teammates
describing the time-of-occurrence of a single Tuckman event (question) can be combined into
team-level event-time data. Likewise, team-level event-time data can be combined to produce
team stage-time data. Team stage-time data are computed by combining all the team-level
event-time data belonging to the same stage. The team-level stage-time data (the time-of-
occurrence of each stage experienced by the team) define the potential sequence of stages
experienced by the team. Each methodology for combining timeline data has inherent
advantages and limitations; some produce noisier less accurate results than others when
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applied to the DAU data. A detailed assessment of the methodology used to combine
individual data into team data is presented in Appendix L.

This research evaluated three independent ways of combining timing data: First Time-of-
Occurrence (FTO) as used by Miller (1997), Average Time-of-Occurrence (ATO) as used by
this research, and Median Time-of-Occurrence (MTO) as used by Benfield (2005). These are
more thoroughly developed in Appendix L.2, and presented again with greatly expanded detail
in Appendix L.4. Result: Using ATO is shown to be significantly superior to (less noisy than)
the other two for the DAU data.

Different mathematical approaches to combining individual question data into a collective
team position lead to different results being attributed to the same team. Three such team
characterizations (Team Inter-Rater Agreement (IRA), Team Unconstrained Team Data
(UTD), and Team Measure of Merit (MOM) are defined in this chapter. These three team
characterizations are more thoroughly discussed in Appendix L.2 and then greatly expanded in
Appendix L.5. Results: Team MOM, which removes anomalous data that do not accurately
represent the team, is shown to be significantly superior to the other team characterizations.

Another independent view of the data is achieved by assessing the experience of individuals.
This approach looks at the 1,448 individuals who submitted a questionnaire of acceptable
quality and asks: How many individuals experienced fully validated Tuckman sequences or
variants? Individuals must meet the same validation requirements as teams.

This research report may have simply used ATO and Team MOM and not mentioned other
methodologies that were explored but found to be inferior. However, because these discarded
approaches were used by other researchers, and since final choices were not always intuitively
obvious, a thorough discussion is in the best interest of supporting and encouraging future
research. Also, it is a demonstration of the accuracy and robustness of both the data and the
methodology that multiple independent approaches deliver similar results and conclusions.
Moreover fully implementing multiple approaches provides a deeper understanding of the
information contained within the collected data, and builds confidence that the result and
conclusions of this research are independent of the methodology used to generate them—a
fundamental requirement of any scientifically credible result.

2. Team IRA Characterization

Team IRA uses an Inter-Rater Agreement (IRA) methodology to determine collective answers
to the questionnaire. The IRA looks at the individual “YES,” “NO,” and “UNCERTAIN”
answers produced by each teammate and determines a team answer for each question. If the
IRA determines that the collective team position on a given question was “YES,” then the
individual time-of-occurrence data for each team member who answered “YES” were
averaged to produce the team’s collective time-of-occurrence for that question. The end result
of applying an IRA to the question data rather than to the timing data is the same as if the team
members got together and cooperatively filled out a single questionnaire according to the
IRA’s rule-set. The result of the IRA algorithm is subjected to all the same data quality
validation requirements as any team or individual.
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The IRA algorithm can be thought of as a mathematical process or rule-set used to determine
team consensus on the 15 individual GPQ questions defining potential Tuckman events. It is
configured by setting two parameters (Thresh; and Thresh,) that define two independent
threshold criteria that must be simultaneously met before the algorithm outputs a “YES”
answer representing the collective position of the team. Input data feeding the IRA algorithm
are the various “YES,” “NO,” and “UNCERTAIN” answers provided by each team member.
The output of the IRA algorithm is a consolidated “YES” team position whenever the IRA
algorithm calculates that the input data warrant such a conclusion. Because Tuckman event
timing data are only produced for “YES” answers, calculating collective “NO” or
“UNCERTAIN” answers to represent the team’s collective experience produces no timing data
and can therefore be safely ignored. However, “NO” and “UNCERTAIN” answers do help
Team MOM (which also uses this IRA algorithm in one of its three analysis criteria) determine
a more accurate picture of the collective experience of the team. A derivation of the Thresh;
and Thresh, values will be given in the Team MOM discussion below.

3. Team UTD Characterization

It is easiest to describe Team Unconstrained Team Data (UTD) by offering an example. Table
6.1 shows the time-of-occurrence data for a hypothetical 4-member team. The Tuckman
questions from which the data were assembled are shown in the first column. The Average
time-of-occurrence for each Tuckman stage (in timeline units) is shown in the next to the last
column. For example, 14.96 is the average of {24.5, 2, 10, 4, 25.19, 37, and 2}. The average
time-of-occurrence for each Tuckman event (question) is given in the last column. For
example 12.17 is the average of {24.5, 2, and 10}. Because 14.96 < 19 < 23.75 < 28.31, the
Team UTD sequence defined by the average stage times is: F<S<N<P. Therefore, UTD timing
data indicate the team is following the Tuckman model even though only one team member
answered one Storming question “YES.”

In this example, if only one team member of a 4-person team answered “YES” to one of the
four Storming questions while all other team members answered “NO” to all Storming
questions, there would be one “YES” answer out of a possible total of 16. In other words,
6.2% of the Storming questions were answered “YES” (Storming was observed), and 93.8% of
the Storming questions indicated that Storming behavior was not observed by this team. To
say that this team’s average Storming time-of-occurrence is equal to the time-of-occurrence
specified by the one question answered “YES” could be a misrepresentation of the team’s
collective experience.
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Table 6.1. Example Time-of-Occurrence Data for a 4-Member Team UTD

Stage Time-of-Occurrence Data Average Average Event

Event 1 2 3 4 Stage Time Time
F1 24.5 2 10 12.17
F2 4 25.19 37 22.06
F3 2 14.96 2
S1 0
S2 19 19
S3 2
S4 19 0
N1 26.5 26 26.25
N2 24.5 24.5
N3 25 26.5 25 25.5
N4 12.5 24 23.75 18.25
P1 37 23.63 | 16.82 | 39.5 29.24
P2 115 115
P3 315 20.81 26.16
P4 45.7 28.31 45.7

4. Team MOM Characterization

Table 6.2 shows identical time-of-occurrence data for the same 4-member team used in the
Team UTD example above. As before: The Tuckman questions from which the data were
taken are shown in the first column. The average time-of-occurrence for each Tuckman stage

and the average event time (in timeline units) are shown in the last two columns.

The column labeled “MOM factor” shows the results of the Measure of Merit (MOM) factors
that are independently applied to each stage. Because the MOM factor for Storming is zero,
the average stage time for Storming is set to zero and all of the event times for Storming are
set to zero. Because the MOM factors for Forming, Norming, and Performing are all ones, the
average stage times and all of the event times for Forming, Norming, and Performing are
unchanged from the Team UTD example above. Therefore, while Team UTD saw a validated

F<S<N<P Tuckman sequence, Team MOM saw a validated F<N<P sequence.
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Table 6.2. Example Time-of-Occurrence Data for a 4-Member Team MOM

Stage Team Member Number MOM Ag/gage Average
Event 1 ) 3 4 Factor Tin?e Event Time
F1 245 2 10 12.17
F2 4 25.19 37 22.06
F3 2 1 14.96 2
S1 0
S2 19 0
S3 0
S4 0 0 0
N1 26.5 26 26.25
N2 24.5 24.5
N3 25 26.5 25 25.5
N4 12.5 24 1 23.75 18.25
Pl 37 23.63 | 16.82 | 39.5 29.24
P2 115 115
P3 315 20.81 26.16
P4 45.7 1 28.31 45.7

In determining a team’s collective average time-of-occurrence for a Tuckman event, the
significance of both “NO” and “YES” answers must be considered to provide information. To
assume that only “YES” answers convey meaningful information about whether or not an
event took place is not defendable in a situation where events are often very subtle and thus
dependent upon individual interpretation. Anomalous data that do not accurately represent the
team should be discarded. For example, if only one team member of a 5-person team answered
“YES” to only one of the four Storming questions while all other team members answered
“NO” to all Storming questions, there would be one “YES” answer out of a possible total of
20. In other words, 5% of the Storming questions were answered “YES” (Storming was
observed), and 95% of the Storming questions indicated that Storming behavior was not
observed by this team. To say that this team’s average Storming time-of-occurrence is equal to
the time-of-occurrence specified by the one question answered “YES” would be a gross
misrepresentation of the team’s collective experience.

This research used a three-criteria MOM to prevent anomalous data from misrepresenting team
time-of-occurrence data.

Criteria 1: Criteria 1 uses the same IRA described above. Two thresholds (Thresh; = 0.6667
and Thresh, = 0.76) determine which, if any, of the 15 Tuckman events were observed by
enough team members to pass both thresholds to earn a collective “YES” from Criteria 1.
Using the Storming stage as an example: Thresh; asks if at least 66.67% of the team had
answered “YES” to any Storming question; and Thresh, asks if the average yes/no/uncertain
score produced by averaging the team’s answers for each Storming question (“YES” = 1,
“UNCERTAIN” = 2, “NO” = 3) was at least 76% of the way from “NO” toward “YES,” that
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IS, was their average “yes/no/uncertain score” < 1.48 for any question. These threshold values
guarantee, with a 95% level of confidence, that random input could not produce a “YES”
answer. To determine this confidence level a Monte Carlo simulation process like that
described in the Kappa Analysis discussion of Chapter IV was used to generate a random
reference distribution of “YES,” “NO,” and “UNCERTAIN” answers. The associated
probability curve was developed to determine the 95% confidence level. From this probability
curve it was found that there was a probability of 0.05 or less that random processes could
produce an average (for the team) yes/no/uncertain score < 1.48. A score of 1.48 corresponds
to a Thresh;, value of 0.76. Therefore setting Thresh, = 0.76 ensures that there is less than a
0.05 probability that the Thresh, threshold criteria could be met by random processes (i.e., less
than a 0.05 probability that the Thresh, criteria could be met by collected data that were
nothing more than random fluctuations).

Next a parametric analysis of Thresh; values for all team sizes (2 to 8 team members) was
performed to determine the value of Thresh; that (along with Thresh, = 0.76) produces an
overall IRA that has less than a 0.05 probability of producing a “YES” answer by chance.
Figure 6.1 shows the average confidence levels of the IRA algorithms not producing a “YES"
answer by chance for 12 values of Thresh; and for Thresh, = 0.76. Notice that the average
confidence over all team sizes maintains a confidence of 95% or greater if Thresh; > 0.6667.
Appendix L provides details justifying both the Thresh; and Thresh, curves and derives the
statistical significance of the IRA algorithm given the values of Thresh; = 0.6667 and Thresh;
=0.76.
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Figure 6.1. Average IRA Algorithm Confidence Over All Teams
that “YES” Answers Are Not Produced by Chance

Criteria 2: In order to pass Criteria 2, the Ratio (R) of actual “YES” answers to potential
“YES” answers must be > Ratio Threshold; = RT; = 0.333 and at the same time the Kappa

score (K) for the stage must be greater than Kappa Threshold; = KT; = 0.1225 (there is about a

0.05 probability of achieving a Kappa score of 0.1225 with random answers). Criteria 2
supports the existence of a collective stage experience within a team if a sizeable minority (R >
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RT;) of team members agrees very strongly (K > KT;) that a given stage was observed.
Appendix N, Figure N.2, provides the Kappa probability distribution.

Criteria 3: Criteria 3 is similar to Criteria 2. In order to pass Criteria 3, the Ratio (R) of actual
“YES” answers to potential “YES” answers must be > than RT, = 0.499 and at the same time

the K for the stage must be greater than Kappa Threshold, = KT, = 0.05 (there is about a
probability of 0.36 of achieving a Kappa score of 0.05 with random answers). Criteria 3
supports the existence of a collective stage experience within a team if a majority (R > RT,) of

team members agrees to some notable extent (K > KT,) that a given stage was observed.

If any of the three criteria are passed, then the MOM factor equals 1. For instance, if Criteria 1
fails and Criteria 2 fails, but Criteria 3 passes, then the MOM factor equals 1. Therefore, the
only condition where data are found to be anomalous and subsequently tossed out, is when all
three criteria fail simultaneously (MOM factor equals 0). The average stage time is multiplied
by the MOM factor before it is combined into team data.

5. Combining Individual Team Member Data Summary

It is critical to use an averaging process to combine time-of-occurrence data (as opposed to
using FTO as Miller (1997) did or taking MTO as Benfield (2005) did) in order to avoid
generating unnecessary noise in the DAU results. The analysis that justifies this position is
found in Appendix L. Comparisons of results produced with ATO, MTO, and FTO
methodologies are given in Appendix 1.

Three different characterizations for combining time-of-occurrence data were analyzed. To
eliminate spurious data points from the team’s time-of-occurrence data, a MOM was
developed. This three-criteria MOM was configured such that (1) it was very unlikely (P <
0.05) that random answers generated by a team’s members could result in a collective team
“YES” answer, and (2) time-of-occurrence data were tossed out only if those data were judged
to seriously misrepresent the team’s collective experience. Team UTD, as used by Benfield
(2005) gives value only to “YES” answers, thus losing all information represented by the
“NO” answers. Consequently, it skews the results by artificially boosting the impact of data
representing extreme minority positions that are unrepresentative of the team’s experience. For
this reason, Benfield’s (2005) report that 34% of his teams experienced Storming is likely to
be an overstatement of the occurrence of Storming within his teams. This research found that
only 14% of the DAU teams experienced Storming.

B. Stage Occurrence and Timing Sequences within Raw Time-of-Occurrence Data

Sequences generated from raw time-of-occurrence data refer to the sequence of Tuckman
stages observed by each team before any statistical analysis has been performed to determine
the validity or significance of that observation. Thus, the individual single Tuckman event-
times generated by each team member for a given stage are averaged to establish a collective
team position for the mean stage time-of-occurrence. An ordering of the mean stage time-of-
occurrence associated with each stage from the smallest to the largest defines the sequence of
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stages experienced by each team. In this research these are referred to as “timing sequences”
since they are based solely upon raw measured time-of-occurrence data (no assessment is
made to determine whether or not the collected time-of-occurrence data represented anything
more than random fluctuations).

Using timing sequences to directly represent the measured results of team development
requires an assumption that all collected data represented pure signal, i.e., that the GPQ
measurement of the team development process contains no uncertainty, no randomness, and no
noise. Since previous research [specifically Miller (1997) and Benfield (2005)] used only
timing sequences to represent their results, a comparison with these studies must necessarily
take place at the level of timing sequences. However limiting and inconclusive a view based
upon the assumption of a perfect data collection instrument might be, initially looking at the
raw time-of-occurrence data to discover its fundamental limitations under the optimistic
assumption of a perfect (noiseless) measurement, is a worthwhile exercise that will set realistic
limits on what the data can be expected to support.

Assessing Individuals: The series of Tuckman events and their associated times-of-
occurrence that were observed by each individual team member were assessed to determine if
that individual’s experience followed the Tuckman model F<S<N<P or one of its variants.
Here, the capital letters F, S, N, P are used to denote the time-of-occurrence of the Forming,
Storming, Norming, and Performing stages of the Tuckman model. Because each event
described by a GPQ question could have multiple times associated with that event, averaging
was used to combine a team member’s time-of-occurrence data for each event/question. There
were 1,448 individual team members who submitted useable questionnaires.

Assessing Teams: The individual results from each team member were also combined to
define a team’s collective experience. That collective experience was then assessed to
determine if the team followed the Tuckman model F<S<N<P or one of its variants. Averaging
was used to combine individual team member time-of-occurrence data into team time-of-
occurrence, and the MOM factor was applied. There were 321 teams composed of 2 to 8 team
members each. DAU data results shown reflect teams with the MOM factor applied unless
stated otherwise.

A close look at the raw timing data revealed inherent constraints that strongly restrict the
possible results that could be produced under any analytical or statistical methodology. Even if
the Miller (1997) GPQ were a perfect noiseless instrument, the DAU data are not likely to
strongly support the Tuckman model. Figures 6.2, 6.3, and Table 6.3 show why this is true.

Figure 6.2 shows that the 1,448 individuals analyzed by this research answered “YES” to
Storming questions only 17% of the time. Similarly, Figure 6.3 shows that less than 14% of
the 321 Team MOMSs reported observing a Storming stage. These data are numerically
presented in Table 6.3
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Figure 6.2. Percent of All Questions Answered “YES” by Individuals by Stage
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Figure 6.3. Percent of DAU Team MOMs Observing a Particular Tuckman Stage

Table 6.3. Frequency and Percent of Observations by Individuals and Teams

1,448 Individuals 321 Team MOMs
Stage Yes No & Uncertain Observed Not Observed
Freq % Freq % Freq % Freq %
Formin 3,745 | 86.21 | 599 | 13.79 | 312 | 97.20 9 2.80
mgL_ 3,357 | 82.96 277 | 86.29
Norming 4,308 | 74.38 36 25.62 | 289 | 90.03 32 9.97
Performing | 4,323 | 74.64 21 25.36 | 313 | 97.51 8 2.49




Obviously, there was not much Storming going on in DAU teams relative to the other stages.
Since a discrete Storming stage is required to produce a Tuckman sequence, the DAU data
could not possibly strongly support the Tuckman model (F<S<N<P). However, other variants
of the model using the Forming, Norming, and Performing stages may find a robust following.

The DAU data’s lack of Storming events is consistent with Benfield’s (2005) data, which
“showed evidence that the behaviors associated with the Storming stage were not perceived on
most of the teams (only 34% experienced Storming behavior).” Furthermore, Benfield’s result
of 34% was generated while using the UTD analysis methodology, which tends to overstate
the incidence of Storming within his teams (no mechanism such as the MOM algorithm
described above for removing anomalous data that do not accurately represent the team).
Benfield, looking at raw timing data observed 13% of his teams following the Tuckman
model. Miller (1997) also measured much less Storming activity than the activity found in the
other three stages. Miller, who reported 36% of her teams following the Tuckman model, did
employ a process for eliminating low levels of Storming found within her teams. A more
thorough comparison is made in the results section of this chapter.

A relative small amount of Storming behavior is also consistent with two of the contemporary
studies cited in the literature review that did not use the Miller (1997) GPQ to collect data
(Eben 1979; Chang et al. 2003). The lack of Storming behavior within DAU teams may be due
to the way Storming was described by Tuckman (and subsequently presented by the Miller
GPQ) as an emotive and often disruptive event expressing personal conflict. The four
Storming questions listed in Table 5.2 exhibit the following key words: “conflict,”
“resistance,” “friction,” and “hostile.” If Storming in the sense of “brainstorming”—a
cooperative sharing and challenging of ideas and assumptions—had been measured by the
GPQ, then perhaps observations of Storming behavior would have approached the same
frequency of occurrence as Forming, Norming, and Performing. Looking at Tables 5.2 and 5.3
in Chapter V, one sees that the two Storming questions—S1 (conflict) and S3 (friction) —that
could marginally be associated with cooperative intellectual challenges were the ones that
triggered almost all of the Storming response. Questions S2 (resistance to the task) and
especially S4 (hostility) were virtually unobserved by DAU teams.

DAU teaming exercises take place in the presence of an instructor and are subsequently graded
by this instructor. This is analogous to a natural team where management is a part of the team
or closely monitors the team. Cooperative professionalism is encouraged while emotive
conflict, resistance, friction, and hostility are often discouraged when a neutral authority with
significant power (the instructor or the boss) is observing the process. Team members may
have been displaying their best, most professional behavior.

Table 6.4 indicates that the averaged raw time-of-occurrence data show Forming occurring
early on and then the other three stages happening more or less at the same time just prior to
the middle (25.5 timeline units) of the timeline. When one considers that less than 2 timeline
units separate the average occurrence of the Storming and Norming stages and that less than
2.5 timeline units separate the average occurrence of the Norming and Performing stages, it
does not seem likely that many Tuckman sequences with clear and distinct stage separation
will emerge from these data.
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Table 6.4. DAU Team MOM Average Time-of-Occurrence by Tuckman Stage

Forming Storming Norming Performing
Time-of-Occurrence 12.68 21.91 20.19 22.66
Standard deviation 5.05 6.91 6.11 5.08

Figures 6.4 and 6.6 indicate which sequences (as defined by the raw time-of-occurrence data)
are most often experienced by individuals and teams. Figures 6.5 and 6.7 indicate the
percentage of the 1,448 individuals and 321 teams that experienced F<S<N<P, F<N<P, and
F<P<N sequences. Here, the capital letters F, S, N, P are used to denote the time-of-occurrence
of the Forming, Storming, Norming, and Performing stages of the Tuckman model. For both
teams and individuals, the most commonly observed sequence was F<N<P followed by
F<P<N. The third-place sequence N<F<P, occurred much less frequently than the other two.
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Figure 6.5. Percent of Sequences Observed by Individuals
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Figure 6.7 Percent of Sequences Observed by Teams

Table 6.5 gives the frequency of all possible sequences for both the 1,448 individuals and for
Team MOM. Clearly, the F<N<P sequence is by far the most prevalent with F<P<N taking a
distant second place. Because less than 2.5 timeline units separate the Forming and Performing
means, F<N<P and F<P<N represent similar developmental experiences. Consequently, in
addition to assessing the Tuckman model’s applicability to small, short duration technical
teams, this study also assessed two variations of sequences of Tuckman stages: Tuckman
variant 1 representing an F<N<P three-stage model of team development and Tuckman variant
2 representing an F<N/P two-stage model (Forming occurs before Norming and Performing).
F<N/P was an obvious Tuckman variant candidate because, as Table 6.5 shows, F<N<P and
F<P<N together account for 71% of the 321 team MOM sequences that were generated by raw
time-of-occurrence data. The next section discusses the methodology for determining a
measure of statistical confidence that consecutive stages are separated in time sufficiently to
define a sequence of discrete stages.

In summary, a glance at the raw time-of-occurrence data (before any statistical requirements
were imposed) indicated that supporting the Tuckman model will be problematical. Thus, the
apparent lack of support for the F<S<N<P Tuckman model cannot be primarily attributed to
analytical issues, tight statistical rigor, or GPQ measurement imprecision. The raw data simply
do not strongly support the Storming stage. Perhaps a redefinition of Storming (and the four
Storming questions) to include the more cooperative and positive challenging of knowledge,
understanding, and ideas (brainstorming) would greatly enhance the quantity of Storming
behavior measured. The data do, however, appear to support two variants of the Tuckman
model: F<N<P and F<N/P.
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Table 6.5. Individual and Team Sequence Occurrence Results for DAU Data

Individual Team MOM Individual Team MOM

Sequence Sequence
Freq % Freq % Freg | % Freq %
FSNP 48 3% 2 1% SFN 6 0% 0 0%
FSPN 70 5% 8 2% SNF 3 0% 0 0%
FNPS 57 4% 5 2% SPF 3 0% 0 0%
FNSP 35 2% 2 1% SFP 11 | 1% 0 0%
FPSN 20 1% 1 0% NPF 37 | 3% 3 1%
FPNS 35 2% 1 0% NFP 120 | 8% 14 4%
SNPF 4 0% 0 0% NSF 2 0% 0 0%
SNFP 5 0% 0 0% NFS 2 0% 0 0%
SPFN 16 1% 0 0% NSP 2 0% 1 0%
SPNF 12 1% 0 0% NPS 1 0% 0 0%
SFNP 20 1% 0 0% PFS 5 0% 0 0%
SFPN 40 3% 2 1% PSF 4 0% 0 0%
NPFS 6 0% 0 0% PSN 3 0% 0 0%
NPSF 1 0% 0 0% PNS 0 0% 0 0%
NFSP 9 1% 0 0% PNF 27 | 2% 2 1%
NFPS 16 1% 2 1% PEN 66 | 5% 3 1%
NSPF 5 0% 0 0% FS 0 0% 2 1%
NSFP 4 0% 1 0% FN 0 0% 3 1%
PESN 6 0% 0 0% FP 0 0% 14 4%
PENS 6 0% 1 0% SN 0 0% 0 0%
PSNF 1 0% 0 0% SP 0 0% 0 0%
PSFEN 4 0% 1 0% SF 0 0% 0 0%
PNSF 2 0% 0 0% NP 0 0% 5 2%
PNFS 1 0% 0 0% NF 0 0% 1 0%
FSN 4 0% 0 0% NS 0 0% 0 0%
FNS 4 0% 0 0% PF 0 0% 1 0%
FSP 28 2% 8 2% PS 0 0% 0 0%
FPS 21 1% 5 2% PN 0 0% 1 0%
FNP 376 | 26% 158 49% F 0 0% 1 0%
FPN 292 | 20% 71 22% S 0 0% 1 0%
SNP 3 0% 1 0% N 0 0% 0 0%
SPN 5 0% 0 0% P 0 0% 0 0%

C. Minimum Stage Separation—Discrete Event Analysis

A sequence of consecutive stages must be composed of discrete, clearly discernable, separate
entities or it becomes a mixture of multiple stages not a sequence of stages. If stage time-of-
occurrences are so overlapped and intermingled in time such that one cannot clearly
differentiate consecutive stages, then no bona fide sequence exists. This section is concerned
with defining a stage separation criteria or a discreteness test that when applied to the data
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representing the experience of a given team will tell us (to some statistical level of confidence)
whether or not that team’s experience, as measured by the GPQ, constitutes a valid sequence
of Tuckman events. In other words, one must precisely define the conditions for sequence
validation that determine when two broadly overlapping events belonging to consecutive
stages can be said to be separated in time such that they represent two discrete and separate
stages to some specified level of statistical confidence.

It was initially thought that the Kruskal-Wallis (KW) test could be used to define adequate
stage separation. The idea was to let each team’s time-of-occurrence data defining stage
location be tested as a potentially unique population. If the KW test declared consecutive
populations of stage time-of-occurrence data to come from different populations, the stages
would be considered discrete. Unfortunately, as described in Appendix K, the DAU data had
too small a value of N (too little time-of-occurrence data per stage) and contained too much
noise for this approach to be viable. In fact the KW test is so poor at separating stages within
DAU teams, that the probability of any four-stage sequence being validated by Kruskal-Wallis
is less than 0.001 even if there are eight or nine timeline units between consecutive stage
means. An alternative approach was developed that requires one to specify how much
separation (in timeline units) is needed between events belonging to consecutive stages in
order to define a distinct sequence of Tuckman events to some specified level of statistical
confidence. Therefore, a value of Minimum Stage Separation (MSS) between event means
belonging to consecutive stages was derived in order to define the conditions for discrete event
separation.

The appropriate value of MSS is dependent upon how accurately and consistently DAU team
members were able to determine the time-of-occurrence of the 15 Tuckman events described
by 15 Tuckman questions—noisier data would require a larger MSS. To determine the MSS
value, three independent analyses were performed and are described below. Appendix N
provides a more detailed discussion of all three approaches.

Approach 1: The first approach calculates the average standard deviation for time-of-
occurrence value for all teams across all stages to be 9.5 timeline units. To determine how
difficult it is to recognize individual distributions (each with a Standard deviation of 9.5) when
they are located very close to a similar distribution on the same timeline (representing two
closely spaced adjacent Tuckman Stages), two normal distributions with standard deviations of
9.5 and whose means were separated by various values of MSS were plotted to model the
event timing data. Figure 6.8 shows the four sets of curves that help establish the minimum
separation between means of consecutive stages required to be able to clearly resolve discrete
Tuckman stages. In this figure, the time-of-occurrence data from a generic team are modeled
with a normal distribution. Because team members independently fill out the GPQ, it is
expected that their attempts to specify (by marking a 50-unit timeline at the end of their
teaming experience) when a specific event happened would fall randomly about the actual
time, thus generating a roughly normal distribution (if there were enough data, i.e., a large
enough number of team members to actually define a distribution). Though we have small
teams, modeling a nominal team’s time-of-occurrence data with a normal distribution should
be an adequate representation of time-of-occurrence data in general. It would appear from

Figure 6.8 that, in general, consecutive stage means with a standard deviation of 6= 9.5 would
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need to be separated by three or more timeline units before one could claim that two discrete
stages existed within the combined data.

Two normalized normal distributions whose Two normalized normal distributions whose
means are separated by the constant MSS = 1 means are separated by the constant MSS = 3
—— Normal Dist 1 —— Normal Dist 2 —— Normal Dist 1 —— Normal Dist 2

T

COO0000000
oRMwhUIDNDOR R

COOO000000 =
oRhwhUiooNDOREF

0 2 4 6 8 101214 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 0 2 4 6 8101214161820 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50
Timeline Units Timeline Units
Two normalized normal distributions whose Two normalized normal distributions whose
means are separated by the constant MSS =5 means are separated by the constant MSS = 7
—— Normal Dist 1 —— Normal Dist 2 —— Normal Dist 1 —— Normal Dist 2
11 11
1 1
0.9 09
0.8 08
0.7 0.7
0.6 0.6
05 05
0.4 0.4
0.3 0.3
02 T~ 02 T
e ol —
0 2 4 6 8101214 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 0 2 4 6 8101214161820 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50

Timeline Units Timeline Units

Figure 6.8. Four Sets Normal of Distributions with Standard Deviation = 9.5
and with Mean Separations of 1, 3, 5 and 7 Timeline Units

Approach 2: The second approach uses the distribution and probability curves of the average
stage time-of-occurrence data for teams that was discussed in Chapter V. (See Figures 6.9 and
6.10 below, and for more detail look at the text leading to Figures N.14 and N.15 in Appendix
N.) First, one calculates the average location of each Tuckman stage on the 50-unit timeline
for each of the 321 Team MOMs and then determines the distribution of those average stage
means over the timeline (Figure 6.9).

By inspection of the well-defined distribution of all DAU teams’ time-of-occurrence data
(Figure 6.9) for each stage and their associated probability curves (Figure 6.10), it is clear that
GPQ measurements of stage time-of-occurrence data could produce distinct Tuckman stages if
means were separated by at least 3 timeline units.
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Figure 6.10. Probability of Tuckman Stages Being Found
at Specific Portions of the Timeline

Table 6.6 gives the most probable location of each Tuckman stage to the nearest timeline unit.
Notice from Figure 6.9 that the Storming time-of-occurrence data are spread across a team’s
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entire duration more or less evenly. Unlike the other stages, the Storming data do not form a
distinct stage location. Of course an average stage time can be calculated for Storming, but it
does not represent a clumping of the data around any particular point on the timeline.

Table 6.6. Most Likely Time-of-Occurrence by Tuckman Stage

Forming Storming Norming Performing
Time-of-Occurrence 13 22 20 23

Interpreting the Probability Curve: Figure 6.10 tells us that there is a statistical confidence
of 95% (P=0.05) that the Forming stage will occur at a point on the timeline that is greater than
five timeline units but less than 22.3 timeline units. Similarly, there is a statistical confidence
of 95% that the Performing stage will occur at a point on the timeline that is greater than 14
timeline units but less than 30 timeline units. Furthermore, there is a probability of only 0.17
that the Forming and Performing stages will overlap (that Forming will occur at a point on the
timeline that is greater than 17.5 or that Performing will occur at a point on the timeline that is
less than 17.5). This is equivalent to saying that there is an 83% level of confidence that the
Forming and Performing stages will not overlap. There is a 73% level of confidence that the
Forming and Norming stages will not overlap and a 62% level of confidence that the Norming
and Performing stages will not overlap. Figure 6.9 depicts stages (F<N<P) that are separated
by three or more timeline units and one sees that because of the well-defined peaks,
consecutive stages are clearly discernable.

Summary: From Figures 6.9 and 6.10 it can be seen that, on the average, consecutive stages
that are separated by three or more timeline units appear to be discretely separated. In other
words, Tuckman events that are separated by three or more timeline units are, on the average,
distinguishable as different stages.

Approach 3: This approach is the most quantitative; it measured the Probability (P) of
obtaining a given value of the standard deviation (o) for any stage time-of-occurrence
measurement generated by the GPQ. The value of P_was determined by first sorting all the

measured values of o (standard deviation of the time-of-occurrence data) computed for each
team for each stage into time-of-occurrence bins. The resulting distribution of standard
deviation data by stage and its associated cumulative probability curves are displayed in
Figures 6.11 and 6.12.
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The results of this process showed that there was a 0.05 or less probability that any
measurement of any stage would exhibit a standard deviation of more than 14.5 timeline units.
By modeling time-of-occurrence data curves with a normal distribution with a 14.5 standard
deviation, a good estimate of the maximum separation between stage means required to ensure
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adequate separation between consecutive stages for the “worst case” level of noise was
determined.

In Figure 6.13, normalized normal distributions with standard deviations of 14.5 model the
distribution of the time-of-occurrence data generated by a worst case team given various
constant separations between stages. The results of this comparison of MSS values indicate
that Tuckman sequences with a separation of three or more timeline units between consecutive
stage means would satisfy the requirement that a valid Tuckman sequence must have discrete
stages.

Two normalized normal distributions whose Two normalized normal distributions whose
means are separated by the constant MSS =1 means are separated by the constant MSS = 3
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Figure 6.13. Four Sets of Normal Distributions with Standard Deviation = 14.5
and with Mean Separations of 1, 3, 5, and 7 Timeline Units

Because the justification for setting MSS = 3 is dependent upon claims of reasonableness and
are not 100% analytically derived, the results of this research were generated for values of
MSS =0.01, 1, 3, 5, 7, and 9. This parametric assessment (shown in Appendix 1) concludes
that the results and conclusions relative to the occurrence of the Tuckman sequence F<S<N<P
are not at all sensitive to the value of MSS. The variants F<N<P and F<N/P are somewhat
more sensitive to changes in MSS but not sensitive enough to change the overall results and
conclusions relative to these models even for very wide excursions of the MSS value.

In summary, consecutive stages that are separated by three or more timeline units appear to be

discernable as unique, discrete stages capable of defining a statistically meaningful sequence.
In other words, Tuckman events that are separated by three or more timeline units are
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distinguishable as belonging to different stages. Consequently, to effect discrete event
separation, a constant value of MSS between stage means belonging to consecutive stages
needs to be imposed. Thus, the three conditions for a Tuckman sequence of discrete stage
events would be: F < (S - MSS), S < (N - MSS), and N < (P - MSS). It has been shown that
setting MSS = 3 provides for a sequence of discrete stages. Therefore the specific conditions
for a sequence of discrete Tuckman stages for MSS = 3 become:

F<(S-3),S<(N-3),and N<(P-3)

A parametric analysis of how various values of MSS affect the final results is provided in
Appendix I. The results of the parametric analysis indicate that the results and conclusions of
this research are not particularly sensitive to small or even moderate changes in the value of
MSS.

D. A Universal Experience of Tuckman Stages

Recall that the second approach to specifying MSS in Section C above began with the
calculation of the average location of each Tuckman stage on the 50-unit timeline for each
team. Then the frequencies of these average stage locations for each team were distributed on
the timeline to produce Figure 6.9. Figure 6.9 does not represent the stage locations of any
team, but rather produces a view of all teams in general. It is very interesting that for all DAU
teams there appears to be (see Figure 6.10) a common (90% confidence) experience of the
Forming stage between 6.5 and 20 timeline units independent of team type or duration.
Similarly, Figure 6.10 indicates there was near universal experience (90% confidence level) of
Norming occurring between 12 and 28 timeline units and Performing occurring between 16
and 29 timeline units. That unrelated teams experienced the various Tuckman stages at about
the same fraction of their duration was an unexpected finding. For the DAU teams, Forming
appears to occur at about 25% of the timeline, Norming at about 40% of the timeline, and
Performing at about 45% of the timeline.

To test this phenomenon more fully, all of the individual event time-of-occurrence data
gathered by 1,448 good quality GPQ responses were pooled together as if representing one
very large team with 1,448 members who had their own unique but unrelated teaming
experiences of various durations. Collectively, this represented over 13,363 pieces of timing
data (N) distributed over the stages (n;) as shown in Table 6.7

Table 6.7. Ensemble of 1,448 Individuals—Average Stage Times

Ensemble of Individuals Data | Forming | Storming | Norming | Performing

Average Stage Time 12.66 22.37 20.23 22.60
Quantity of Time-of-
Occurrence Data, n;

3,745 987 4,308 4,323

Note that the average stage times computed for the ensemble of 1,448 individuals are very
close to those averaged over teams given in Table 6.6 thus indicating a reasonably accurate roll
up of individual team member data into collective team positions. Because large amounts of
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data were now available to define the time-of-occurrence of each stage, use of the KW test was
appropriate. The n; shown in the bottom row of Table 6.7 represents the quantity of time-of-
occurrence data defining each stage (the populations of data the Kruskal-Wallis statistic was
testing for uniqueness). The average n; equals about 3,341 for the ensemble of all individuals
as opposed to the average nj= 9 for DAU teams. Table 6.8 shows the n; values for teams.

Table 6.8. Average Quantity of Time-of-Occurrence Data Per Stage Per Team

Time-of-Occurrence Data For Teams | Forming | Storming | Norming | Performing

The average number of time-of-
occurrence data points (n;) that a single 10.20 2.69 11.74 11.78
team produces for each stage?

The KW test was applied to the ensemble of individuals to determine if the Tuckman stages
would be seen as independent (separate and discrete) populations to a confidence level of 95%.
The KW test was applied to both four-stage sequences (3 degrees of freedom) and three-stage
sequences (2 degrees of freedom). The three-stage assessment was performed on the same
dataset as the four-stage assessment except that all the Storming data had been removed.

1. Four-Stage Kruskal-Wallis Assessment

Performing the KW test with the DAU ATO data yielded T = 1562, which is greater than the
reference value of 7.815. Thus, the null hypothesis was rejected, indicating that the difference
between the means of at least two of the Tuckman stages was statistically significant. Testing
for the difference in the means of the time-of-occurrence of each of the Tuckman stages (o =
0.05) revealed that three of the Tuckman stages were significantly different from one another
as shown in Table 6.9. Forming and Norming were found to be distinct; however, the
difference between Storming and Performing was not statistically significant (o = 0.05).

Because the ATO data did not exhibit a Storming peak (Figure 6.9), one would not expect the
KW test to find a separate Storming stage. Furthermore, from Table 6.7 the average Storming
time-of-occurrence is only separated by 0.23 timeline units from the Performing ATO, which
would make it likely that the Storming data would be grouped with the Performing stage data.
The KW test result, F<N<S/P, indicates that if the Storming data were discounted, the
ensemble would universally perceive a common F<N<P sequence of discrete separate events.

It appears that an ensemble of all DAU team members from all teams does, to some extent,
collectively experience a similar sequence of the F, N, and P Tuckman stages at about the
same fraction of their team’s duration. This result raises the possibility of a common
experience of Tuckman stages at predictable intervals independent of team task or team
duration.
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Table 6.9. Kruskal-Wallis Stage Differences Four-Stage

2
Stage R Ry ,N-1-TY2(1 1 -
Comparisons CanlS —— | | -+ ifference
Formlng VS. 3055.8 o Ves
Storming
Formlng VS. 2499 5 1595 Ves
Norming
Formlng'vs. 32185 159.4 Ves
Performing
Storming vs. 6333 2520 Ves
Norming
Stormlng_vs. 162.7 2510 N
Performing
Norming vs.
Performing 796.0 1537 Yes

2. Three-Stage Kruskal-Wallis Assessment

A three-stage version of the Kruskal-Wallis test was also applied to the DAU ensemble of all
individuals from all teams to determine if the F<N<P sequence could be separated into discrete

stages. The DAU ATO data with two degrees of freedom yielded a reference value of ;(22:

5.991 and T = 1466. Since T was greater than the reference value, the null hypothesis was
rejected, indicating that the difference between the means of at least two of the three stages is
statistically significant. Testing for the difference in the means of the time-of-occurrence of
each of the three stages (o = 0.05) revealed that all three of the stages were significantly
different from one another as shown in Table 6.10.

Table 6.10. Kruskal-Wallis Stage Differences Three-Stage

R R, 1T V2 2
ComStZ?iions — |t anl S o N=1-T 1 + 1 Difference
P NNyl | %) N —k NN
Formlng VS. 9233.34 14755 Ves
Norming
Formlng'vs. 206793 147 43 Ves
Performing
Norming vs.
Performing 734.59 142.18 Yes

As expected, the time-of-occurrence data representing the Forming, Norming, and Performing
stages do (to a 95% level of confidence) appear to be from different populations indicating that

71



the ensemble of 1,448 individuals perceives the F<KN<P model as a sequence of discrete stages.
This can only happen if stages more or less universally occur at about the same fraction of the
timeline for all teams. The Kruskal-Wallis analysis is consistent with the analysis of raw
timing data, which indicate that Forming occurs at about 25% of a team’s duration, Norming
occurs at approximately 40% of a team’s duration, and Performing occurs near 45% of a
team’s duration.

E. Defining Statistically VValid Teaming Experience
1. Introduction

This research uses two statistical requirements each with its own statistical criteria that must
be imposed upon the analysis methodology to ensure that the results are scientifically credible.
The first statistical requirement provides the confidence level that the results are derived from
signal, or equivalently, not derived from noise.

The first requirement ensures a statistically valid teaming experience is one that can be proven
to a 95% level of confidence to be derived from accurate and meaningful information
measured by the GPQ. That is, each team’s qualitative and quantitative experience of a given
sequence of Tuckman events (as measured by the GPQ) must be shown to be very unlikely (P
< 0.05) to have occurred as a result of random fluctuations in the data (noise). To meet the first
requirement, an analysis of the sequences defined by the answers to the questionnaire was
undertaken. This methodology is called Sequence Analysis.

Secondly, there is a requirement that consecutive stages experienced by the team must be (to a
95% confidence level) separate discrete stages. This second statistical requirement is imposed
to make sure that overlapped and commingled consecutive stages that have stage means
separated by less than the measurement resolution of the instrument (for stage location) do not
constitute a valid sequence. If consecutive stage separation is too small relative to noise levels
and measurement capability, it would be impossible to determine (to a 95% confidence level)
which stage preceded which, and no valid sequence is defined. The MSS described in Section
B above was used to meet this statistical requirement.

All results and conclusions offered by this research are based upon statistically validated team
and individual data. This section discusses the analysis employed to validate team and
individual experiences in support of the three models of interest: F<S<N<P, F<N<P, and
F<N/P. The fundamental issues underlying both statistical requirements, and the ability of the
Miller (1997) GPQ instrument to provide the necessary data to adequately resolve each, are
discussed in Chapter IV and Appendices J and N.

2. Satisfying Statistical Requirement 1: Sequence Analysis (SA)
As defined earlier in this research, let the letters F, S, N, P represent the mean time-of-
occurrence of Forming, Storming, Norming, and Performing events respectively. There were

three Forming questions Fi = {F;, F,, F3}, where i = 1, 2, 3. There were four Storming
questions Sy = {S1, Sy, S3, Sa}, where m =1, 2, 3, 4. There were four Norming questions N; =
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{N1, N2, N3, N4}, where j = 1, 2, 3, 4. And there were four Performing questions Py = {P1, P,
P3, P4}, where k=1, 2, 3, 4.

If a Tuckman event was observed (indicated by a team member answering “YES” to one of the
Tuckman questions), the subject was required to indicate on a timeline when that event
occurred. Thus, each member of each team indicated which Tuckman event they observed and
when that event occurred during their teaming experience to the nearest 1/50 of the duration of
the teaming experience.

Each event could be given one or multiple time-of-occurrence observations by each team
member. If a respondent had more than one time-of-occurrence observation selected, the data
had to be combined. The data were combined by averaging the time-of-occurrence values.
Averaging was also used to combine team member timing data for each question to form a
collective team experience such that every Tuckman event collectively observed by each team
had one associated mean time-of-occurrence.

a. Counting Tuckman Sequences.

Using the notation defined above, it should be clear that for all possible values of the
subscripts, Fi < Sm < Nj < P implies that the three times-of-occurrence for the three Forming
questions are less than (occur before) the four times-of-occurrence associated with the four
Storming questions ... and so on. If all 15 Tuckman questions were answered “YES,” and if F;
< Sm < N;j < P for all values of i, m, j, k, there are exactly 192 unique Tuckman sequences that
could be defined. 3 x 4 x 4 x 4 = 192. In other words, there are 192 possible ways that the
answers to the 15 Tuckman questions can support a Tuckman sequence (F<S<N<P).

Both the sequences of Tuckman events produced by individuals as well as those produced by
teams were evaluated using the SA methodology. Let SAr<s<n<p represent a logical algorithm
that allows the researcher to determine what percentage of the sequences generated by
individuals and teams were Tuckman sequences. The Tuckman score (FSNP-score) is defined
as the percentage of the 192 possible Tuckman sequences that a team or an individual
generated based upon the time-of-occurrence data produced for each of the 15 Tuckman
questions. Appendix J provides more detail on how FSNP-Scores were computed with the
SAk<s<n<p logical algorithm.

Consider Figure 6.14: If 1 =1, m = 3, ] = 2, and k = 4, the sequence F;<S3<N,<P, is defined,
which is one of the 192 possible sequences, wherein the time-of-occurrence of the first
Forming question (F1) is less than the time-of-occurrence of the third Storming question (Ss),
which in turn has a time-of-occurrence that is less than the second Norming question (N),
which in turn has a time-of-occurrence that is less than the fourth Performing question (P).
F1<S,<N4<Pj is another one of the 192 possible sequences and F3<S,<N3<P; is yet another.
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Fio || Fo || Fs 3 Forming

S; Il S, || S3 || Sy 4 Storming

N, [| Ny || N3 || Ny 4 Norming

P, | P, || Ps || Py 4 Performing

Figure 6.14. Fifteen (3 + 4 + 4 + 4) Questions Produce 192 (3x 4 x 4 x 4)
Possible Tuckman Sequences

Given the set of answers and corresponding time-of-occurrence data generated by an
individual team member, or after all team members’ data have been coalesced into a single
collective team position for each of the 15 questions, one can calculate how many of the 192
possible Tuckman sequences (Fi<Sm<N;<Px) were experienced by that individual or team. This
number divided by 192 and multiplied by 100 gives the percent of all possible Tuckman
sequences that the individual or team experienced. This percentage is defined as that
individual’s or team’s Tuckman score or FSNP-Score.

b. Deriving Significance Thresholds

A Monte Carlo simulation was used to generate a reference distribution of Tuckman scores. A
Large number (102,000) of questionnaires were filled out randomly—i.e., Randomly
answering “YES,” “NO,” or “UNCERTAIN” to each of the 15 Tuckman questions and then
producing random times-of-occurrence for each “YES” answer. A Tuckman score was
calculated for each of the 102,000 random teams. A reference distribution was generated for
these FSNP-Scores by sorting the 102,000 random FSNP-Scores into 100 bins. For example,
all the FSNP-Scores between 15.5 and 16.499 were counted and that number was put into bin
16. Because accuracy improves with the number of samples generated, the number of samples
used (102,000) simply reflects the practical limits of the available computing resources.

Next, integrating over the distribution produced a cumulative probability curve. This
probability curve was then used to generate a numerical level of confidence that a given score
was not produced by random data. Obviously, very low FSNP-Scores requiring little specific
organization of the input values are more easily produced by random inputs and very high
FSNP-Scores (requiring all F times to be less than all S times, etc.) are nearly impossible to
produce from 15 random inputs created by a random number generator.
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Each FSNP-Score produced by the DAU data was required to be larger than the random
FSNP-Score associated with a asa = 0.05 probability (of being produced by random processes)
in order to be declared “significant.” In other words, for an FSNP-Score generated by a DAU
team to be considered statistically significant, it must be large enough such that the probability
of that score being produced by random input data is less than 0.05.

To summarize: An individual’s or team’s FSNP-Score was counted as being supportive of the
Tuckman model only if its value was equal to or greater than the calculated “significance
threshold.” The significance threshold is an FSNP-Score calculated within the SA algorithm
associated with a probability of 0.05 that a given FSNP-Score could have been generated by
random inputs. From the random reference distribution and its associated cumulative
probability curve, it was determined that an FSNP-Score of 0.0976 had a probability of 0.05 of
being random. Thus any score equal to, or greater than, 0.0976 represented a significant score.
Appendix J provides more detail on random Tuckman score distributions and probability
curves.

The two variants of the Tuckman sequential stages model, F<N<P and F<N/P, were assessed
using the same analytical methodology. In the exact same manner described above for creating
an SA algorithm SAg<s<n<p that calculates FSNP-Scores in order to assess the degree to which
a statistically valid Tuckman model (F<S<N<P) was experienced by DAU teams, an SAg<n<p
algorithm was developed that calculates FNP-Scores in order to assess the degree to which a
statistically valid F<N<P model was experienced by DAU teams. Similarly, an SAg«np
algorithm was developed that calculates FN/P-Scores in order to assess the degree to which a
statistically valid F<N/P model was experienced by DAU teams.

The significance threshold for F<N<P sequences was 4.251, and the significance threshold for
F<N/P sequences was 6.511. Appendix J.2 and Appendix J.3 provide more detail on F<N<P
and F<N/P distributions and SA calculations. A parametric analysis of how various values of
asa = 0.05, 0.1, 0.15, 0.2, and 0.25 affect the final results is provided in Appendix I. Also,
Appendix | shows how the significance thresholds vary as a function of MSS (Figure 1.1) and
asa (Figure 1.2).

3. Satisfying Statistical Requirement 2: Discrete Stage Analysis

The MSS analysis was used to satisfy this statistical requirement. Three independent

approaches were used to determine that a separation of three timeline units was sufficient to

ensure discrete stage separation to a 95% level of confidence. The three conditions that must

be met in order to define a sequence of discrete Tuckman stages can be stated as:
Fi<(Sm-3),Sn< (Nj - 3), and Nj <(Px-3)

These conditions were integrated into the logical SA algorithms that defined FSNP-Scores,
FNP-Scores, or FN/P-Scores for a given individual or team.

Individuals and teams that satisfied both conditions were statistically validated. Individuals
and teams that did not satisfy both conditions were dropped out of the analysis process at this
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point to become counted as individuals and teams that did not follow the Tuckman model. In
this last group were those who never experienced the Tuckman model and those who may
have experienced the Tuckman model in some vague and minor way but not solidly enough to
rise above the noise or achieve statistical credibility as having done so.

4. Assessing Stage Sequence: An Optional More Restrictive Validation Requirement

One can go a step further and require that each team or individual experience the average
Tuckman stage times-of-occurrence in the proper order. The difference lies between how
event times-of-occurrence and stage times-of-occurrence are defined.

To say a team is statistically validated means that its teaming experience of F<S<N<P,
F<N<P, or F<N/P, as measured in terms of Tuckman events by the Miller GPQ, is verified to
be scientifically credible. This means that the team has implicitly experienced a statistically
validated Tuckman development sequence of event-stages. There is no need to compute a
mean time-of-occurrence for each stage in order to determine if a team is statistically valid—
i.e., one only needs to define a mean time-of-occurrence for each observed Tuckman event to
determine statistical significance. Recall that each question in the GPQ describes a Tuckman
event. Team members place marks on the timeline to indicate when various Tuckman events
occurred. All the Tuckman events belonging to the same question are averaged to provide
input for the SA algorithm as described above.

When all the Tuckman events belonging to the same stage have their times-of-occurrence
averaged, they produce a mean time-of-occurrence for that stage. That is, a stage time is
computed by averaging all of the event times generated by each team member for a given
stage. However, SA scores are computed using average event times for each question not for
each stage.

Because the Tuckman model is a stage model not an event model (even though each event is
stage-specific), one may wish to verify that the statistically validated individuals and teams did
indeed experience the Tuckman model by determining the ATO of each stage and then
verifying that the stages occurred in the required sequence (F<S<N<P, F<N<P or F<N/P).
Assessing the explicit experience of the Tuckman model (F<S<N<P) imposes an extra
(unnecessary) constraint upon a team’s measured developmental process in order to make a
“most conservative” comparison with the accepted results of SA alone. Implicit and explicit
results are compared in Appendix | under a variety of circumstances.

5. Statistical Validation Summary

The SA algorithm only requires that statistically validated teams experienced enough
sequences of Tuckman events among their question data to be statistically significant (results
not derivable from random fluctuations) and that those Tuckman events represent discrete
consecutive events (separated by at least 3 timeline units) that are not smeared together within
some non-differentiable mass of event data. Thus, statistical validation for a given model like
F<S<N<P, F<N<P, or F<N/P, which is based upon the ATO of the event described by each
question, can occur without a team experiencing the proper sequence of Tuckman stages,
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which are defined by averaging the event time-of-occurrence data over all questions belonging
to the same stage.

To create a more robust test to assess the Tuckman model, a more restrictive validation process
that goes beyond the requirements of statistical rigor could determine how many of the
statistically validated individuals and teams also experienced average stage time-of-
occurrences in the F<S<N<P sequence. Similarly, a more restrictive validation process for the
F<N<P and F<N/P variants may also be performed. The results of these more restrictive
validation processes will be reported along with the results of the statistical analysis produced
by SA so that comparisons can be made.

F. Overall Summary of Analytical Methodology and Numerical Process

A Kappa analysis of the level of agreement between team members’ answers to the Miller
(1997) GPQ indicated that the team members clearly understood what they were experiencing
within their teams and had no trouble relating that experience to the questionnaire instrument.
(This is discussed in more detail in Chapter V and Appendix N.)

A variance analysis determined that the timing data collected by the Miller GPQ was able to
accurately detect and measure discrete Tuckman stages separated by as few as three timeline
units. (This is discussed in more detail in Chapter V, Chapter VI, and Appendix N.)

Four types of automated data quality filters were defined. Each filter was carefully designed to
eliminate a particular type of “noise” from the collected data. Noise sources and misleading
data, if not effectively eliminated, were shown to introduce errors of 15% to 20% in the
results. (This is discussed in more detail in Chapter V and Appendix M.)

It was shown that if consecutive Tuckman stages were separated by three or more timeline
units, one could be 95% confident that, in general, these stages represented discrete separate
entities capable of forming a well-defined sequence. Furthermore, it was shown that this
requirement could be easily integrated with the logical algorithm used in defining SA scores
for each model studied (FSNP-Score, FPN-Score, and FN/P-Score).

A method of SA was devised that determined the percentage of possible Tuckman sequences
(FSNP-Score) that each team or individual generated from the data collected by the GPQ. A
reference distribution was generated to define a statistical significance threshold for FSNP-
Scores. It was demonstrated that any FSNP-Score that was greater than this threshold value
had less than a 0.05 probability of being the result of random processes. It was demonstrated
that the information content of the collected data had a high enough signal-to-noise ratio to
support scientific credibility and that the analysis methodology enforced both of the statistical
requirements necessary to fully validate the sequences upon which the results were based. A
similar methodology was used to statistically assess the meaningfulness of the F<N<P and
F<N/P models as well.

Combining the FSNP-Score criteria and the MSS criteria into the SA process fully satisfied
and implemented the two fundamental statistical requirements that together support a
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statistically rigorous analysis. The first requirement ensured that the results of this research (to
a numerical level of confidence specified by asa = 0.05) could not be obtained from the
analysis of random input data. The second requirement ensured that the results of this research
(to a level of confidence specified by a, = 0.05) were clearly derived from sequences of
discrete Tuckman stages. The results of this research are derived only from data that fully
satisfy both requirements.

Evidence for a universal or common experience of the F, N, and P stages at 25%, 40%, and
45% of a team’s duration (regardless of team activity or duration) was presented for team data
and then verified by individual data using the KW test for population uniqueness.

An additional requirement that the ATO of stages follow the model being assessed was
discussed as an optional criteria for more strictly assessing team and individual results. Results
are reported using both sets of criteria.

Because choice of methodology can impact results, it was extremely important to carefully
evaluate how the individual question data were coalesced into a collective team position.
Competing methodologies were analyzed, accuracy was assessed, and sensitivity analyses
were conducted to select the best (most accurate, transparent, and introduces minimum
dispersion in the data) methods for each step in the data reduction process.

Three alternative team views of the same data—Team IRA, Team UTD, and Team MOM—
were defined. A fourth alternative view of the data was in terms of the teaming experience of
each of the 1,448 individual team members. Team IRA uses an IRA methodology to determine
collective answers to the questionnaire. Team UTD collects together the unconstrained team
(raw) data from each of its members and simply averages all of the individual times-of-
occurrence for each stage. Team MOM applies some additional criteria to the UTD data (a
MOM that tests the quality of the data representing each stage) to make sure that collective
event and stage times-of-occurrence accurately represent the team’s overall experience. Details
of the criteria enforced by the MOM process and a discussion of results in terms of alternative
views can be found in Appendix L.

All of the alternative analysis approaches produced results that were compatible with,
supportive of, and similar to the results and conclusions of this research. That several
independent approaches reached more or less the same conclusions gives weight to the
accuracy of the methodology and analysis and to the strong signal-to-noise ratio of the
measured data.

All key analytical assumptions were represented by variable input parameters that enabled the
researcher to understand how the choice of each parameter affects the accuracy of the
calculations and the final results. If the results were shown to be sensitive to a given parameter,
then the utmost care was taken to specify such a parameter precisely or multiple sets of outputs
spanning the outer limits of reasonability were used to produce a range of plausible results. A
parametric analysis of how certain parameters (MSS, asa, average vs. median, etc.) affected
the final results is provided in Appendix I.
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G. Results
1. How Well did DAU Teams Follow the Tuckman Model or Either of its VVariants?

As mentioned elsewhere, Team MOM represents the analysis configuration of team data that
most accurately reflects each team’s experience as measured by the GPQ. Team MOM results
and only Team MOM results represent the final results or output of this research of small,
short duration technical team development. The results of assessing individuals and other team
analysis configurations (Team UTD and Team IRA) provide a more well-rounded
understanding of the results, facilitate comparisons to other research, and are presented here
for comparisons only.

The final results are shown in Table 6.11. To make sure that this results table is clearly
understood, a description of the Team MOM result for the F<N<P three-stage sequence (area
being discussed in table is double-bordered). Every other section of the table follows the exact
same interpretation as those given in this example.

F<N<P is a three-stage model defined as “Tuckman Variant 1.” The F<N<P sequence as
experienced by the 321 DAU teams with the MOM factor applied produced 158 (49.22%)
“Natural” F<N<P sequences. “Natural” simply means that the teams directly reported
experiencing 158 F<N<P sequences from the raw timing data. Additionally, these 321 teams
reported 9 other sequences that collapsed to an F<N<P sequence once Storming was removed.
For example S<F<N<P and F<S<N<P and F<N<S<P and F<N<P<S all collapse to F<N<P
when the “S” is removed (as if the Storming questions were eliminated from the questionnaire)
to test a three-stage alternative model of Forming, Norming, and Performing. This produced a
total of 167 (52.02%) F<N<P timing sequences (i.e., 167 F<N<P sequences were experienced
by the 321 teams). Of these 167 F<N<P sequences, 6 (1.87%) were not found to be
statistically significant [their FSNP-Scores were too low (less than a 95% confidence that their
event sequences were not derivable from random inputs) and/or their stage means occurred too
close together to have a confidence of > 95% that they were indeed discrete stages)]. That left
(167 - 6) = 161 statistically validated F<N<P sequences that also met the additional
requirement that their stages were in the correct F<N<P order.

There were 229 teams (71.34% of the total 321 teams) deemed to have passed both statistical
tests by producing a significant “Tuckman Variant 1 score (FNP-Score > 4.251) where 4.251
was the asa = 0.05 significance threshold for the SAr<«n<p Algorithm) and by having means of
its F, N, and P events separated by at least 3 timeline units.
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Table 6.11. Results

321 Teams F<S<N<P F<N<P F<N/P
1,448 Individuals | Number | Percent j] Number |Percent || Number | Percent
Team MOM
Natural Sequences 2 0.62 158 49,22 229 71.34
Total Sequences 2 0.62 167 52.02 250 77.88
Seq Not Significant 2 0.62 6 1.87 2 0.62
SA Sig 6 1.87 229 71.34 290 90.34
SA Sig+Stage Order 0 0.00 161 50.16 248 77.26
Team UTD
Natural Sequences 34 10.59 51 15.89 71 22.12
Total Sequences 34 10.59 191 59.50 289 90.03
Seq Not Significant 21 6.54 8 2.49 2 0.62
SA Sig 65 20.25 264 82.24 310 96.57
SA Sig+Stage Order 13 4.05 183 57.01 287 89.41
Team IRA
Natural Sequences 2 0.62 144 44.86 219 68.22
Total Sequences 2 0.62 150 46.73 233 72.59
Seq Not Significant 1 0.31 29 9.03 26 8.10
SA Sig 3 0.93 151 47.04 215 66.98
SA Sig+Stage Order 1 0.31 121 37.69 207 64.49
Individuals UID
Natural Sequences 48 3.31 376 25.97 668 46.13
Total Sequences 48 3.31 536 37.02 993 68.58
Seq Not Significant 0 0.00 103 7.11 98 6.77
SA Sig 88 6.08 637 4399 | 1,012 | 69.89
SA Sig+Stage Order 48 3.31 433 29.90 895 61.81

Note that of those 229 teams whose measured Tuckman events were statistically validated
relative to the SAr<n<p Algorithm, when their event times were averaged into stage times only
161 (50.16%) also produced an F<N<P sequence of stage times. This last number (161)
represents those teams with the MOM factor applied that satisfied a more restrictive criteria
requiring the proper sequences of stages as well as statistical significance. In other words,
50.16% of the DAU teams experienced a statistically significant F<N<P three-stage model
and produced stages with ATO in the correct sequence.

Because the N and P event times-of-occurrence were often close together, another 21.18%
experienced enough F<P<N event sequences to be statistically valid (significant at the 95%
level of confidence) in support of the F<N<P model but did not produce stages in the correct
sequence. This group of 229 statistically valid F<N<P model supporters represented 71.34% of
the total 321 teams.

Having explained Table 6.11 in detail, the bottom line of this research effort is plain. Only six
Team MOMs (1.87%) experienced a fully valid Tuckman sequence even though 88 (6.08%)
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out of 1,448 individuals experienced a valid Tuckman sequence. Obviously, many of these
individuals were not on the same teams. Of the six teams that experienced a valid Tuckman
sequence, none produced average stage time-of-occurrences in the correct F<S<N<P order.
DAU teams did not follow the Tuckman four-stage model of F<S<N<P to any appreciable
degree.

A little more than 71% of the DAU teams experienced a valid Tuckman model Variant 1
(F<N<P) sequence of Tuckman stages, while over 90% of the DAU teams experienced a valid
Tuckman model Variant 2 (F<N/P) sequence of stages.

2. Other Considerations—Individuals, Team UTD, and Team IRA

Without a MOM to toss out spurious data, Team UTD results indicated many more Tuckman
sequences than the other team characterizations. Of the 65 statistically validated Team UTDs
following the Tuckman model, only 6 actually experienced enough Storming to be
meaningful. The other 59 were the result of noisy non-representative data and carry no
meaning. Notice that Team UTD produced few natural F<N<P or F<N/P sequences compared
to the others because the large amount of non-representative Storming produced more natural
four-stage sequences and fewer three-stage sequences. Evidently, quite a few teams had one or
two Storming events that were determined by the MOM to be spurious data. When all the
Storming data were tossed out in order to assess three (F<N<P) and two (F<N/P) stage models,
Team UTD still outproduced Team MOM because the MOM algorithm eliminated spurious
data from all stages, not just Storming. Though the preponderance of spurious data was found
in the Storming stage, all stages were occasionally affected.

Notice that Team IRA consistently sees fewer sequences than Team MOM in almost all
categories. That is because the IRA algorithm that wholly defines Team IRA is just one of
three criteria in the MOM calculation. Since MOM is a logical OR spanning three criteria, it is
less restrictive (has two other possible paths to success) than the single IRA criteria defining
Team IRA.

It is also interesting to note that the team development experience of individuals remains
spread out over more varied sequences and is not as likely to clump into F<N<P and F<N/P
structures like the averaged team data do. This makes the individuals look more like Team
IRA than the other two team characterizations. The most important thing to notice here is that
all analytical configurations of the data (all three team characterizations and individuals)
generally come to similar conclusions: The Tuckman model has almost no support while there
is significant support for the Tuckman variant F<N<P and even more support for the simple
two-stage model F<N/P. Team MOM represents the best analytical team configuration and the
most accurate results.

3. Comparison of the DAU Results with the Results of Other Research
Both Miller (1997) and Benfield (2005) employed a data collection methodology that was

similar to the data collection methodology used by this research. Furthermore, Benfield (2005)
studied technical teams drawn from the same DoD acquisition environment that spawned the
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DAU teams. Given these similarities, one might assume that strong comparisons could be
made between these three research projects that would shed light on both the efficacy of the
methodology and the consistency of results. Unfortunately, because of the complete
dissimilarity in data analysis methodology, it is difficult to compare the results of this research
with either Miller’s or Benfield’s results. Although a comparison of the results of this research
with Benfield’s (2005) results is problematical, a comparison of Benfield’s data with the
DAU data, as is done in this chapter and in Chapter 1V, may be valuable as long as one looks
at generalities and not detail. Neither Benfield (2005) nor Miller (1997) assessed the F<N<P or
F<N/P variants of the Tuckman model.

As expected, Team UTD, because of the greatly increased weighting it gives to spurious or
unrepresentative Storming data, saw 65 (20.25%) of its teams support the F<S<N<P Tuckman
model. This value is a little less than half way between the 36% Tuckman following reported
by Miller (1997) and the 13% Tuckman following reported by Benfield. However, it is 10
times greater than the more accurate 2% reported by this research for Team MOM. Miller
(1997) used the FTO data aggregating methodology (a process that is shown in Appendix L to
be relatively noisy) to assess her role playing teams (21 teams of college students in an
organizational theory course playing the role of corporate officers). It is of interest to note that
of the 65 statistically validated DAU Team UTDs observing the Tuckman model, only 13
produced stages in the correct order. Since Miller (1997) and Benfield only evaluated stage
order and did not require any statistical validation of the sequences reported by their teams, an
assessment similar to theirs would have reported that 13 of the DAU teams (4.05%) followed
the Tuckman model. Because of the dissimilarity in analysis methodology, and the small
number of independent teams studied by Miller, it is difficult to compare the results of this
research with those produced by Miller and Benfield.

Like Miller, Benfield (2005) evaluated only stage order and did not impose any statistical
requirements on the team sequences he reported. Furthermore, he aggregated time-of-
occurrence data using the median which has been shown (Appendix L) to introduce additional
noise into the analysis process. Moreover, no quality filtering of the input data was used to
eliminate noise, errors, and misinformation from the data. Furthermore, 53% of Benfield’s
(2005) teams were reported to have durations of greater than 1 year.

Three possibilities exist: 1) the teams were still in process (had not completed their tasks)
when the GPQ was filled out; or 2) team members were asked to remember specific events and
the time these events occurred many months after the fact; or 3) perhaps the task of these long
duration teams was ongoing and not discrete. The first and third possibilities represent
situations for which the GPQ was not designed. All three cases represent sub-optimal
conditions for collecting data via the GPQ and would appear to introduce noise and
imprecision into the data. Whether or not Benfield’s other teams (with durations smaller than 1
year) fell into one or more of these three issue categories is unknown.

Though Benfield attempted to use the KW test to validate the discreteness or separateness of
consecutive stages within a sequence, this test is not suitable for the task because of small N
combined with very noisy data. The noisy data is the major issue; small N simply prevented
noise reduction through averaging from being effective. In Appendix K it is demonstrated that
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the KW test could not differentiate the stages of any four-stage sequence within the DAU data
even if consecutive stage means were separated by as much as 8 or 9 timing units, which is
about the maximum amount of separation between stages that will fit on a 50-unit timeline and
still leave adequate time for the Performing stage.

Though Benfield’s teams produced a somewhat larger N, a lack of input data quality filtering,
the use of analytical processes that did not minimize noise, and working with a significant
number of teams that were not optimally suited to the GPQ instrument, it is expected that the
KW test would not be any more effective at determining the discreteness of consecutive stages
of Benfield’s teams than it was at determining stage discreteness for the DAU teams. Indeed,
as expected, Benfield (2005) found that no four-stage sequence passed the KW test for discrete
stage separation, which was identical to the result of applying the KW test to the DAU team
data.

The primary result of Benfield’s research (finding zero discrete Tuckman sequences among his
teams) was most likely nothing more than an artifact of his choice of analysis methodology.
However, it is expected that had his data been analyzed differently, it still would not have
produced much support for the Tuckman model because of the general lack of Storming
observed by Benfield’s (2005) teams and because his raw timing data supported only a 13%
Tuckman following.

Because of the dissimilarity in analysis methodology, it is difficult to make a meaningful
comparison between the results of this research and Benfield’s (2005) results.

4. Instructor Evaluation Results

The lead instructor of each class, often in consultation with additional class instructors,
evaluated the quality of each team’s approach and products. Instructors were required to
evaluate each team’s products as “above average,” “average,” or “below average” where
average was defined as the typical product most often encountered by the instructor for a given
task. The DAU instructor assessments, like most professional continuing education and upper
level graduate classes, do not generate normally distributed grades—the average student, or
team in this case, typically produces very good products.

Of the 321 teams participating in this research, the instructors judged there to be 145 (45%)
above average, 151 (47%) average, and 25 (8%) below average team products. One may
wonder whether or not the 47 teams that were dropped from this research were associated with
teams that also produce below average products. Table 6.12 shows how the evaluations were
distributed over the 47 teams that were dropped because of below average quality data or lack
of responsiveness.

Table 6.12. Instructor Evaluation of Dropped Teams’ Products

Above Average Average Below Average
Number 21 25 1
Percent 45% 53% 2%
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It should be noted that dropping a team from the research database because of below average
response and/or below average quality data is not an indicator of below average performance.
In fact, the data indicate that teams with average performance were a little more likely to be
dropped while teams with below average performance were less likely to be dropped.

Another concern is whether or not teams that Storm produce below average products. Table
6.13 shows how team performance evaluations were distributed over those 44 (14%) teams out
of 321 that observed significant Storming. The data indicate that a team that Storms much
more than usual is not an indicator of below average performance. In fact, the percentage of
Storming decreases as team performance decreases.

Table 6.13. Instructor Evaluation of Products of Teams Observing Storming

Above Average Average Below Average
Number 21 19 4
Percent 48% 43% 9%

Additionally, it is important to determine if there was a significant correlation between those
teams observing statistically significant F<S<N<P, F<N<P or F<N/P sequential stage models
and the teams’ performance as assessed by the class instructor. To be more specific, the
question was: Of the Team MOMSs receiving a particular instructor assessment (above average,
average, or below average), what percentage produced an output SA sequence of F<S<N<P,
F<N<P or F<N/P? Table 6.14 provides the data that answer that question for all three models.

Table 6.14. Instructor Evaluation vs. Teams
Producing Statistically Significant Sequences

Sequence Rating Number Percent
Above Average (145) 6 4.14%
F<S<N<P Average (151) 0 0
Below Average (25) 0 0
Above Average (145) 114 78.62%
F<N<P Average (151) 102 67.55%
Below Average (25) 13 52%
Above Average (145) 138 95.17%
F<N/P Average (151) 131 86.75%
Below Average (25) 21 84%

From Table 6.14, 4.14% of the 145 above average teams produced a statistically significant
FSNP-Score for the F<S<N<P sequence. Note that all six of the F<S<N<P sequences that
passed the SA logical algorithm produced above average products.
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From Table 6.14, it can be seen that for all three sequences models, above average teams
produced the most statistically significant results followed by average teams, while below
average teams produced the fewest statistically significant results. The table shows consistent
descending stairstepped results in quantity of sequences generated for each team dynamics
model as the teams’ rating moves from above average to below average. A chi square r x ¢
contingency test was performed to determine the correlation between instructor assessment
and a team’s probability of producing one of the three sequences of Tuckman stages
(F<S<N<P, F<N<P or F<N/P). The results are shown in Table 6.15.

Table 6.15. Correlation between Team Performance and
Team Development Model Followed

Sequence F<S<N<P F<N<P F<N/P
Correlation 0.95 0.99 0.95

The correlation numbers given in Table 6.15 are the probabilities that the populations are not
independent—i.e., the probability that there is a relationship between a team’s performance
and the model of team development followed by that team. Correlations of 0.95 or greater are
considered to represent a relationship between populations that is statistically significant. The
more productive and successful a team was, the more likely they were to observe one of the
three sequences of Tuckman stages assessed by this research.

A strong correlation between team performance and the model of team development followed
is important enough that one might ask if this association was just some fluke related to Team
MOM or would all team analytical structures exhibit the same behavior? To be more specific,
the question is: Of the Team IRA and Team UTD receiving a particular instructor grade
(above average, average, or below average), what percentage produced a final output sequence
of F<S<N<P, F<N<P or F<N/P? Figures 6.15, 6.16, and 6.17 answer that question for all three
models.
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Figure 6.17. Instructor Evaluation vs. Percent of Teams
Producing Statistically Significant F<N/P Sequences

It can be seen for all three Team characterizations (except Team UTD experiencing F<S<N<P)
that above average teams produced the most statistically significant results followed by
average teams, while below average teams produced the fewest statistically significant results
A chi square r x ¢ contingency test was performed to determine the correlation between grade
received and a team’s probability of producing one of the three sequences of Tuckman stages
(F<S<N<P, F<N<P or F<N/P). The correlation for each team characterization vs. each
sequence is given in Table 6.16.

Table 6.16. Overall Correlation between Team Performance and Team Development
Model Followed for Three Analytical Team Formations

r x ¢ Results F<S<N<P F<N<P F<N/P
Team MOM 0.95 0.99 0.95
Correlation
Team UID 0.8 0.9 0.1
Correlation
Team IRA 0.8 0.95 0.999
Correlation

The general conclusion is that the higher any team characterization (MOM, UTD, or IRA) was
graded on product quality, the more likely they were to experience one of the three sequences
of Tuckman stages assessed by this research.
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The one exception (Team UTD experiencing F<S<N<P) is not surprising because without
using either a MOM or IRA to make sure that the calculated collective team experience was
actually representative of the team, teams appeared to have experienced much more Storming
than was actually the case—thus producing many non-representative F<S<N<P sequences
spread more or less evenly over all three evaluation categories. Because there were so few
below average teams, adding extra F<S<N<P sequences to the relative small number in the
below average category dramatically boosted the percentage of below average teams that
produced statistically significant F<S<N<P sequences. Table 6.17 gives a more detailed result
matrix of r x ¢ correlations between product quality pairs and the development model followed
for each team configuration. Note that team UTD, which is the noisiest and least coherent of
the three team characterizations, shows significantly less correlation across most categories.

Table 6.17. Correlation between Team Performance and Team Development Model Followed
for Three Analytical Team Formations and Four Performance Pairs

Above |Above Average| Average | Above Average
Team Type Model Overall Av\elslge e é\s‘erage BZEW Aver;/;é and

Average |Below Average| Average | Below Average
F<S<N<P 0.95 0.9856 0.4977 - 0.9856
TeamMOM | F<N<P 0.99 0.9273 0.968 0.8794 0.9856
F<N/P 0.95 0.9856 0.6006 0.248 0.9856
F<S<N<P 0.8 0.7616 0.7616 0.8794 0.4977
Team UTD | F<N<P 0.9 0.7616 0.9273 0.7616 0.8794
F<N/P 0.1 0.353 0.112 0 0.353
F<S<N<P 0.8 0.9273 0.353 - 0.9273
Team IRA F<N<P 0.95 0.6006 0.968 0.9273 0.7616
F<N/P 0.9995 0.9948 0.9856 0.8794 0.9995

In summary, it is clear that the DAU teams that followed a team development model of
F<S<N<P, F<N<P or F<N/P performed better than the teams that did not. There was not
enough data in the Team MOM experience of F<S<N<P to support a strong conclusion but the
same tendency was clearly present since all six teams that exhibited statistically valid
F<S<N<P sequences were judged to be above average. Likewise for Team IRA, all three
teams that exhibited statistically valid F<S<N<P sequences were judged to be above average.

H. Sensitivity Analysis
A parametric analysis was used to assess the sensitivity of research results to the analytical
assumptions driving the analysis by varying the thresholds and criteria that numerically

represented each assumption. User input parameters specifying constraints imposed upon the
analysis were set up as user inputs to the analysis engine to allow a parametric analysis of how
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each input affected both intermediate and final results. A few examples of user inputs are:
Thresh; = 0.6667 and Thresh, = 0.76 define how restrictive the IRA algorithm is; asa = 0.05
defines the level of statistical confidence required by the SA logical algorithm; TET = 3
requires that if more than 20% of the 15 Tuckman questions were skipped on a given
questionnaire, that questionnaire was tossed out by the input data quality filters; and MSS = 3
requires the mean time-of-occurrence of consecutive event means to be separated by at least 3
timeline units. A parametric analysis of each user input was done to enable the researcher to
understand how the choice of each parameter affects the accuracy of subsequent calculations
and the final results. If the results were shown to be very sensitive to a given parameter, then
the utmost care was taken to specify such a parameter precisely, or multiple sets of outputs
spanning the outer limits of reasonability were used to produce a range of plausible results. On
the other hand, if the results were not affected by dramatically changing a parameter, then the
function controlled by that parameter was probably superfluous and unnecessary to the
analysis. The analysis engine was designed such that all input parameters were easily
modifiable and the results recomputed with little difficulty. The researcher studied the effect
that each parameter had on the results until it was clear that all assumptions were implemented
properly and produced effects that were both expected and reasonable.

A set of 19 user input values defined the parameters that were adjustable and therefore
available for parametric analysis. Among these parameters were the various specifications of
statistical significance oga and oxw. There were five criteria defining the data quality filtering
process, four criteria specifying the MOM that were used to define Team MOM, and two
parameters that define an IRA algorithm, which was used as an alternative way of grouping
team data (Team IRA) as well as in the MOM calculation. Additionally, a parameter, CTOD
(Combining Time-of-Occurrence Data), allowed the researcher to specify the use of averaging,
median, or first time-of-occurrence methodology to combine the timing data of team members.

A sensitivity analysis involving each of these parameters has determined that the results of this
research were not overly sensitive to any of the assumptions driving the analytical process.
Thus, no parameter value required an unusually high level of precision or accuracy in its
specification.

The variable input parameters are shown in Table 6.18. Data Quality variables are shown in
Table 6.19. A limited parametric assessment of the final results of this research is given in
Appendix | where one can see the effect that various values of MSS, osa, applying input data
quality filtering, or using median rather than averaging had on the final results.
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Table 6.18. Variable Input Parameters

Parameter Value Characteristic
Minimum SA Stage Separation MSS =3 Consistent with KW
MOM Ratio Threshold 1 RT:=1/3 Significant Minority
MOM Kappa Threshold 1 KT,=0.1225 Prana= 0.05
MOM Ratio Threshold 2 RT,=.499 Majority
MOM Kappa Threshold 2 KT,=0.05 Prand = 0.36

IRA Threshold 1 Thresh; = 0.6667 213 majority, Prang= 0.05
IRA Threshold 2 Thresh, =0.76 Prana = 0.05

Average Time-of-Occurrence CToD=1 all ATO calc

Median Time-of-Occurrence CTOD=2 all MTO calc

KW Significant Separation Confidence okw = 0.05 Pdgifferent Populations = 0.05
SA Confidence 0sa=0.05 Prandomly following model = 0.05

Table 6.19. Variable Data Quality Parameters

Data Quality Parameters Value Characteristic
g?zr:shold for defining Minimum Team MT = 50% Majority of quality responses
Tuckman Errors Threshold TET=3 20% of 15 Questions
Total Error Threshold TOET=6.2 20% of 31 Questions
NO + Uncertain Error Threshold N+U =24.8 80% of 31 Questions
Cooperation & Awareness Threshold CAT=3 = 3 stages generated
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CHAPTER VII
CONCLUSIONS AND RECOMMENDATIONS

A. Introduction
This research investigated three models of sequential Tuckman stages.
e Model 1: F<S<N<P (The Tuckman model)
e Model 2: F<N<P (Tuckman Variant 1)
e Model 3: F<N/P or equivalently, F < (N AND P) (Tuckman Variant 2)
B. Conclusions (at 95% level of confidence)
1. The F<S<N<P Four-Stage Model (Tuckman model)

Since only 6 teams (1.87%) out of 321 experienced a statistically valid Tuckman sequence, it
is clear that the small, short duration technical teams of Defense Acquisition University
(DAU) did not follow the Tuckman model. This outcome was primarily driven by a lack of
Storming within the teams. Secondly, Norming and Performing appear to be interspersed in
time to such an extent that it is difficult to separate the two.

There were several attributes of the DAU teams that might possibly be related to the lack of
Storming behavior. The first attribute is team size. Typical DAU team sizes were 4 to 8 team
members. One might wonder if small teams Storm less than larger teams. Further research
would have to be performed to provide a conclusive answer to this question; however,
Benfield (2005) also found very little Storming in his data and his team sizes were not
restricted to such small sizes. In fact, 43% of his teams had more than 11 team members.

The second attribute is the short duration of teaming activity. The median DAU team duration
was 4 hours while no team duration was greater than 20 hours. The question here is, Do short
duration teams Storm less than longer duration teams? To conclusively determine the effect of
team duration upon the incidence of Storming, further research is required. However,
according to Benfield’s (2005) research, 53% of the teams he studied lasted longer than 12
months and also produced very little Storming behavior relative to the other stages.

The third attribute that may have influenced the lack of Storming within DAU teams is team
setting. The DAU teams were in an academic setting which, because of the nature of DAU and
DAU teams, could be considered somewhere between Tuckman’s (1965) natural and
laboratory settings; however, as discussed in Chapter 1V, DAU teams are most similar to
Tuckman’s natural teams. Benfield (2005) studied natural teams working in a Department of
Defense (DoD) technical environment and similarly found a low level of Storming relative to
the other stages. There is yet another attribute of the DAU academic setting that may have
influenced the amount of Storming behavior exhibited. DAU teaming exercises take place in
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the presence of an instructor and are subsequently graded by this instructor. This is analogous
to a natural team when “management” is a part of the team or closely monitors the team.
Cooperative professionalism is encouraged while conflict, resistance, and hostility are often
discouraged whenever a neutral authority with significant power over the team members is
observing the process. In other words, team members may have been exhibiting their best
professional behavior rather than the less politically correct behavior they might have
exhibited within a group of peers. Certainly, “resistance to the task” would be muted in the
presence of the instructor who assigned the task and who was going to grade the task products.

In addition to the lack of Storming found, the distribution of Storming data was more or less
uniform across the entire timeline (team duration). This characteristic of a constant low level
of Storming spread evenly across the entire duration of a team’s activity was also observed in
Benfield’s (2005) data. The other three stages generally occurred at a specific location on the
timeline, i.e., their distribution exhibited a well-formed peak on the timeline much like that
predicted by LaCoursiere (1980) and shown in Figure 2.1 and Figure 6.8 of this document.
Thus, if the Storming questions were changed to be more sensitive to the vigorous (but
cooperative, positive, and professional) competition of ideas that often takes place within a
technical team, there may be more of this newly defined Storming (e.g., cooperative
brainstorming) but perhaps still no well-defined Storming stage.

To achieve their goals, it is often necessary for technical team members to challenge each
other. Although disagreements and divergent points of view were common among DAU
teams, they usually were resolved quickly within a cooperative and non-confrontational
(minimal friction, resistance, or hostility) atmosphere according to their technical merits. This
type of professional challenging may have occurred at any time throughout the teaming
process but did not cause many DAU teams to exhibit the Storming behavior as defined by the
Tuckman model and as represented by the Miller Group Process Questionnaire (GPQ) (i.e.,
conflict, resistance, hostility, and friction). The two Storming questions that described conflict
and friction (as in conflicting ideas and the friction between competing viewpoints) were
responsible for Storming behavior being lightly (14%) scattered throughout the DAU data. So
lightly, in fact, that the Measure of Merit (MOM) algorithm discounted much of it as non-
representative of the collective team experience. The Storming questions that focused on
resistance to the task and especially the one focused on hostility between team members were
not relevant to the observations of the teams being studied.

In summary, a comparison to Benfield’s (2005) data suggests that the lack of Storming within
the DAU data is not an attribute of team size or duration. Thus, it is suspected that the lack of
Storming is a natural attribute of technical professionals working under time constraints to
produce good quality products for which they are held collectively responsible. The technical
team setting of this research and Benfield’s (2005) research is dramatically different in form,
purpose, and content than the dominant setting (therapy groups) used by Tuckman (1965). It
seems reasonable that Storming, as Tuckman (1965) defined it and Miller (1997)
implemented, would occur more often in a therapy group setting emphasizing personal
interaction than in a technical team setting emphasizing professional interaction where each
team member’s personal success is dependent upon the collective success of the team.
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2. The F<N<P Three-Stage Model

Performing Sequences Analysis (SAs) for the F<N<P three-stage (a = 0.05) model revealed
that 229 (71%) of the 321 teams generated statistically valid sequences that followed the
F<N<P three-stage model. Of these, 161 (50%) teams also produced an F<N<P ATO sequence
of stages. Six hundred and thirty-seven (44%) of the 1,448 individuals also experienced a
statistically valid F<N<P sequence. This variant does clearly constitute a majority model of
team behavior. Because almost three-quarters of the DAU teams experienced a statistically
valid F<N<P sequence, the F<N<P model is a reasonably strong contender for a general model
of small, short duration technical team dynamics. Because about 27% more teams with above
average performance observed this sequence of Tuckman stages than did below average teams
(a 0.99 correlation between experiencing F<N<P and being judged above average in
performance), it would appear that better team performance might be encouraged by guiding a
team to deliberately move through an F<N<P sequence.

Certainly, more research is required to evaluate the causal connection between a team’s
productivity and its experience of the F<N<P development process. More work will be needed
to assess the efficacy and general applicability of guiding a team through the F<N<P
development process in order to enhance its performance. If the definition and description of
Storming is generalized in the survey instrument to include brainstorming, perhaps it too
would play a part in developing a strategy to optimize team performance.

3. The F<N/P Two-Stage Model

Because the Norming and Performing behaviors seemed to be intermingled on the timeline (on
the average, their means are separated by about 2.5 timeline units), differentiating between the
first (F<N<P) and second (F<P<N) most commonly experienced sequence is problematical.
Consequently, a two-stage model F<N/P (Forming occurs before Norming, and Forming
occurs before Performing) that combines both should represent the single most widely
experienced sequence. The SA (a = 0.05) was applied to the two-stage model F<N/P. The
results indicate that 290 (90.34%) of the 321 teams had a statistically valid experience of the
F<N/P sequence. Of these, 248 (77.26) also produced the two stages of this sequence in the
correct time-of-occurrence order. This variant clearly constitutes a strong model of DAU team
behavior. Eight hundred ninety-five (62%) of the 1,448 individuals also experienced a valid
F<N/P sequence. Unfortunately, a simple two-stage model (first a team experiences Forming,
and then it experiences everything else) does not provide much information about how one
might possibly optimize team productivity other than make sure that every team thoroughly
accomplishes Forming at its beginning. Because 11% more teams performing at above average
observed this two-stage sequence than did below average teams (a 0.99 correlation between
experiencing F<N/P and being judged above average in performance), a strategy to make sure
a team gets formed properly and then allow the team to progress with no further guidance is
unlikely to be more than a mediocre enhancer of team productivity. Further research would
have to be performed to provide a more in-depth assessment of this performance-enhancing
strategy.
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4. The Time-of-Occurrence of Tuckman Stages Universally Occurring Near a Given Fraction
of Any Team’s Timeline

After generating a distribution of stage time-of-occurrence data, it was noticed that the stage
times-of-occurrence for all 321 teams tended to group together. In other words, all the DAU
teams, regardless of their task or duration, experienced the Forming, Norming, and Performing
stages at about the same place on the 50-unit timeline. To verify this phenomenon, the
Kruskal-Wallis test, as described by Conover (1980) was used to determine if an ensemble of
the DAU time-of-occurrence data generated by each of the 1,448 individuals for each
Tuckman question could be separated into discrete stages. The data indicate that an ensemble
of all DAU team members from all teams do collectively experience a discrete sequence of at
least three Tuckman stages. This result corroborates the possibility of a universal experience of
the Forming, Norming, and Performing stages of the Tuckman model (Tuckman variant 1,
F<N<P) at a somewhat predictable fraction of a team’s duration. However, the Storming data
were spread across the entire timeline, producing no distinct peak. Forming appears to occur at
about 25% of the timeline, Norming at about 40% of the timeline, and Performing at about
45% of the timeline.

5. A New Group Development Model Suggested by this Research

The development of small, short duration technical teams in particular and technical teams in
general appears to follow a variant of the Tuckman model (F<S<N<P). This model, which will
be called the DAU model, has three discrete stages (F<N<P) and one continuous
Brainstorming stage that takes place over the entire duration of the group. The brainstorming
activity can be described as group members challenging each other’s ideas and approaches in a
cooperative way with the intention of producing a better product or improving the group’s
process (efficiency and productivity).

Recall that a technical team is defined as a group of individuals with specific expertise who are
assembled to complete a task, which results in a product of some sort. This research
demonstrates that not only do technical teams follow the DAU model, but that teams following
the DAU model produce better products than teams that do not follow this model. It may,
therefore, be possible to significantly improve productivity in technical teams by facilitating
the DAU model—that is, to encourage teams to first coalesce as a team and form their intent
and structure; then develop their approach, ground rules, and processes; to be followed by
assigning tasks and getting the work done—all the while cooperatively challenging, re-
evaluating, and improving the overall team process as they work together to accomplish the
task they were given. Establishing a firm causality between following the development
structure of the DAU model and improving a technical team’s productivity will require
additional corroborating research.

C. Secondary Conclusions

The tools and methods developed in this research project are widely applicable to a broad
assortment of team dynamics research projects. Furthermore, developing a custom set of tools
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to fit each individual research application is not difficult. These two facts should encourage
much additional research.

Though learning how to make teaming more efficient and productive has always been
considered of vital importance to large numbers of users, the research process has been so
cumbersome, difficult, inconsistent, and lengthy that the field has languished (relative to its
importance) for decades. Now that this research project has developed a statistically and
scientifically rigorous process that enables the assessment of a large number of teams
relatively easily and quickly, it is hoped that the pace of progress will quicken. The analysis
engine and methodology developed for this project provide a general model for facilitating
low-budget, quick-turnaround, and high-yield, statistically rigorous research focusing on
various team types, settings, sizes, durations, compositions, and configurations. Fortunately, an
instrument and its associated analysis engine once developed can easily be used by others to
perform similar research in different settings, with different populations, with different types
of tasks, and with teams of different sizes and durations

D. Recommendations for Future Questionnaire Development

Below are listed four improvements in the questionnaire methodology that should enhance the
accuracy of the results:

1. Create and validate and test the reliability of a new questionnaire instrument that
refines the Storming questions to capture the more subtle process of non-confrontational
competition (brainstorming) between ideas and approaches.

2. Create and validate and test the reliability of a new questionnaire instrument that
contains more than 15 questions relating to the Tuckman model (or any other model being
tested). Thirty-two questions with eight questions representing each of the four Tuckman
stages would provide enough data to more accurately define stage time-of-occurrence means.
Implementing this suggestion would more than double the amount of data as well as greatly
decrease the level of noise in the results without significantly increasing the burden on the
team members.

3. Let each team member have access to a computer during the teaming experience. Go
over all 32 questions at the beginning of the teaming experience. Give each team member a
hard copy list of the questions. Record each start and stop time defining the teaming
experience (at the beginning, and before and after significant breaks in the team’s active
interaction). Instruct each team member to record the time on the computerized questionnaire
whenever he/she notices behavior that correlates with a given question. This eliminates the
team member having to work from memory at the end of the team experience and introduces
the equivalent of a continuous (more accurate) timeline. Implementing this suggestion would
go a long way toward reducing noise (error) in the collected data.

4. Create, test reliability, and test validity of a new questionnaire instrument that more
clearly differentiates between the Norming and Performing stages.
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E. Recommendations for Additional Research

1. Determine how many teams must be measured before the results no longer change
significantly. The experience of this research indicates that about 75 to 150 teams should be
enough, but a more thorough study is required.

2. Recommend that additional technical teams of varying size and duration be studied.

3. Recommend additional research using the analysis tools developed by this effort be
applied to therapy groups to determine if Tuckman’s model applies to the setting from which it
was generated when a rigorous statistical approach is applied. If it does, one would assume the
methodology is accurate and that the Tuckman model, as represented by the GPQ, may be
largely setting-dependent. If it does not, either Tuckman’s assertions were not correct or the
application of the methodology is flawed. Perhaps if the definitions of stages were refined to
include non-confrontational Storming, more clearly defined Norming and Performing, and a
questionnaire was developed and tested to accurately represent these refined stage definitions,
the model would become more universal. Additional research would be required.

4. Different types of team settings should be assessed to see if the Tuckman model’s
applicability, as measured by this methodology, is substantially setting-dependent.

5. Recommend that reliable and validated instruments be developed to test models other
than those based on Tuckman’s four stages over the teaming life cycle.

F. Recommendation for Encouraging and Supporting Research in the Field of Group
Dynamics

Since a questionnaire instrument and its associated analysis engine, once developed, can easily
be adapted by others to perform research in different settings, with different populations, with
different types of tasks, and with teams of different sizes and durations, recommend that copies
of all such instruments and their associated analysis engines be collected, validated, and
maintained in a single Group Development Library. This database of instruments and analysis
tools should be made publicly available to all who would use them to advance knowledge in
this field. Such a central repository could, over some years, greatly enhance the completeness
of the teaming knowledge base. With a small investment, well maintained data collection and
analysis tools would grow over time in capability, applicability, and availability as each new
user refined, improved, and modified the available tools to suit his/her own needs.
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HUMAN SUBJECTS PERMISSION
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Department of Philosophy The University 0f Alabama in Huntsville Huntsville, Alabama 35899
College of Liberal Arts William S. Wilkerson Phone: (256) 824-6555

wilkerw@email.uah.edu

November 15, 2004

Pamela Knight

c/o Dr. Donald Tippett

ISEEM, TH N135

University of Alabama in Huntsville
Huntsville, AL 35899

Dear Ms. Knight,

As chair of the IRB Human Subjects Committee, | have reviewed your proposal, Short
duration high tech team dynamics within the defense acquisition university, to be carried
out during Fall 2004-Spring 2005, and have found it meets the necessary criteria for
exemption from review according to 45 CFR 46. | have approved this proposal, and you
may commence your research.

Contact me if you have any questions.

Ctiir, UHSC

A Space Grant College
An Affirmative Action/Equal Opportunity Institution
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APPENDIX B

DEPARTMENT OF DEFENSE
MANPOWER APPROVAL
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DEPARTMENT OF DEFENSE
DEFENSE MANPOWER DATA CENTER

June 30, 2004

REPLY TO DMDC

1600 WILSON BLVD., SUITE 400
ARLINGTON, VIRGINIA 22209-2593

MEMORANDUM FOR DEFENSE ACQUISITION UNIVERSITY (ATTN: BERYL HARMAN)
SUBJECT: Review of Team Development Research Survey

As requested, we have reviewed the subject survey. Because the questionnaire requests
detailed demographics that could be used to identify unique individuals, the resulting dataset
will contain confidential information. In addition, the question on ethnicity does not meet
current standards for federally funded surveys. Therefore, we recommend the survey be
approved (under DoDI 1100.13) only if it meets the certain requirements. We also offer a
number of recommendations for consideration.

Requirements

Either a Privacy Act Statement must be added to the survey instrument before the first
question, or a letter must be submitted from your Privacy Act officer determining that a
Privacy Act Statement is not needed. It is not DMDC’s decision whether a survey requires a
Privacy Act Statement. However, when we see a survey that might require one but does not
have one, we have to verify that an appropriate official has determined a Privacy Act
Statement is unnecessary.

If a Privacy Act Statement is required, and if DAU wants to possess and maintain a
copy of the dataset containing detailed demographics, then the data must become part of a
Systems of Record that has been announced in a Notice in the Federal Register.

ETHNICITY QUESTION WAS DELETED.

You must modify the item that asks for ethnicity with a single question and allows only
one choice. While OMB and DMDC do not recommend the single-question approach, OMB
does allow a single question asking about Hispanic origin and race as follows. If used, this
question (including the “one or more” instruction, the response options, and the examples)
cannot be changed in any way:
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What is your race? Mark one or more races to indicate what you consider yourself to
be.

American Indian or Alaska Native. A person having origins in any of the original
peoples of North and South America (including Central America), and who
maintains tribal affiliation or community attachment.

Asian. A person having origins in any of the original peoples of the Far East,
Southeast Asia, or the Indian subcontinent including, for example, Cambodia,
China, India, Japan, Korea, Malaysia, Pakistan, the Philippine Islands, Thailand, and
Vietnam.

Black or African American. A person having origins in any of the black racial
groups of Africa, including, for example, Haitian.

Hispanic or Latino or Spanish origin. A person of Cuban, Mexican, Puerto Rican,
Cuban, South or Central American, or other Spanish culture or origin, regardless of
race.

Native Hawaiian or Other Pacific Islander. A person having origins in any of the
original peoples of Hawaii, Guam, Samoa, or other Pacific Islands.

White. A person having origins in any of the original peoples of Europe, the Middle
East, or North Africa.

OMB and DMDC recommend use of the two-question format, below, which first asks
about being of Hispanic/Latino/Spanish origin and then allows a respondent to choose multiple
races:

Are you Spanish/Hispanic/Latino? Mark “No” if not Spanish/Hispanic/Latino.
No, not Spanish/Hispanic/Latino
Yes, Mexican, Mexican-American, Chicano, Puerto Rican, Cuban, or other
Spanish/Hispanic/Latino

What is your race? Mark one or more races to indicate what you consider yourself to
be.

White
Black or African American
American Indian or Alaska Native
Asian (e.g., Asian Indian, Chinese, Filipino, Japanese, Korean, Vietnamese)
X Native Hawaiian or other Pacific Islander (e.g., Samoan, Guamanian or Chamorro)

Comments and Recommendations

In the letter to survey participants, consider a couple of changes to the bold-faced
sentences. First, consider bolding only “DAU course you are taking” (DONE) and “first
major course exercise.” DONE) Second, consider changing “exercise” to “task” if this
exercise is the same as the task referenced in Questions 1-31. Alternatively, consider changing
“Task” to “Exercise” in those questions. Added (task) after the word exercise. Could not
change it in the 31 questions as that was what was used in the validated instrument,
however, instructors usually use the word exercise so | thought this would solve the
problem.
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In the directions, consider a couple of changes to the first multi-sentence paragraph.
First, consider deleting the three sentences beginning with “If you select YES” and ending
with “the extent of its duration.” Second, consider moving the bolded sentence at the end of
this paragraph to the end of the paragraph that begins with, “Because you answered YES”
and now ends with “your best guess.” Good suggestion, DONE

The first section of the questionnaire (Course Name through Instructors) was too wide
for my screen. Consider laying out the elements more vertically and less horizontally. This
was not a problem in the classroom setting where the instrument is used.

In Questions 1-31, two of the three radio buttons for the response options (Yes,
Uncertain, and No) are equidistant between two response options. Consider modifying the
spacing. (DONE)

The timeline in Questions 1-31 requires 48 clicks to indicate an event occurred
throughout the task. Consider offering a way to select the entire timeline with one click.
(Was not able to implement)

In Question 18, it is unclear to us how work could be completed prior to End of Task.
Consider dropping the timeline or rewording the question. (Could not change, as it was part
of the originally validated instrument — did not want to null the validation process and
have to revalidate instrument.)

In the section on demographics, team membership, and team performance, a question
asks for the “level of skill,” but the response is to be given as a “percent.” The question and
the answer should correspond more closely. (added (in percent) to make it clearer) Also
consider the following changes in this section:

e Highest level of education “completed” DONE

e A lower-case “c” for “Class” when asking for team size. DONE

e Radio buttons instead of a drop-down box when there are six or fewer response
options DONE in appropriate cases

e This group is very good at planning how to accomplish “its” work objectives.
DONE

Please let me know if you need any clarification of our requirements and
recommendations. The point of contact for this project is Dr. Robert Simmons, who can be
reached by phone at 703-696-8961 or by e-mail at simmonro@osd.pentagon.mil. The DMDC
reference number for this review is 04-0014.

(Original signed by Timothy W. EIlig)

Timothy W. Elig

Chief, Survey and Program Evaluation Division
cc:
Bob Cushing, WHS
Bridget Perras, OUSD(AT&L)
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APPENDIX C

MILLER 1997
GROUP PROCESS QUESTIONNAIRE (GPQ)
HARDCOPY
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Student Number

GROUP PROCESS QUESTIONNAIRE

During the time that groups spend together, members take part in many different
interpersonal and work related activities. Some of these group activities seem to occur
consistently across different types of groups but others are unique to the group. The
purpose of this questionnaire is to examine these various types of group processes.

Some of the events listed below may have occurred in your group, some may not. If the
events did occur they may have happened one, two or more times while your group was
together. They may also have occurred over a very short or very long period of time.
We are interested in collecting this type of information.

109



Do the following to fill out this questionnaire:

On the following pages appear many statements and scales. Read each statement and think about it
carefully. Did the event occur in your group? Based upon your evaluation of whether or not the event

occurred, choose one of the columns preceding the item and place an X in the appropriate position.

If the event did take place in your group use the time line beneath the statement to indicate when it

occurred.
i) If the event did take place mark an X at the point in time that you recollect it occurring.
For example:
X
l ! | ] |
| I | I 1 .
Start date Date project
of project Midpoint due
if) If the event occurred over a period of time put an X at the point in time that the event
started then draw a line to the point in time that the event ended and put another X. You
will have drawn a horizontal line with an X at either end to mark the start and finish time
of the event.
For example:
) GR— X
| | | —]
Stant date Date project
of project Midpoint due
iii) If the event occurred several times while your group was together, indicate each occurrence of

the event on the time line in the manner directed above.

For example:
X ) CO— —X XX
L | | 1 |
I i A T 1 .
Start date Date project
of project Midpoint due

You may have to make some estimations. If you can not recollect whether the event occurred or the exact time
of the event make your best guess.

Example question and response:

Yes Uncertain  No

X group members felt like things were coming together
X ) SO
| i I 3 —
Start date Date project

of project Midpoint due
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Did the following events occur in your group? When?

Yes Uncemain No

L there was conflict between group members
| | | | !
T 1 T 1 1
Start date Midpoint Date project
of project due
2) group members defined the task
| | | ) - |
| I I 1 1
Start date Midpoint Date project
of project due
3y - solutions were found which solved the problem
l ] | | ]
— i 1 1 1
Start date Midpoint Date project
of project due
4y _ work went through a period of major change
L | | | |
I ] I I 1
Start date Midpoint Date project
of project due
5) individuals demonstrated resistance towards the demands of the task

| | | | |
I i I 1 1

Start date Midpoint Date project
of project due
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Yes Uncenain

6)

]

8)

9)

10)

No

a unified group approach was applied to the task

| ! |
i 1 I

Start date Midpoint
of project

time became important

| ] |

B

1

Date project
due

i I 1

Start date Midpoint
of project

a new approach quickly crystallized

Date project
due

| | 1
I I i

Stant date Midpoint
of project

members talked about being short on time

Date project
due

| | | ] |

| T 1 i 1
Start date Midpoint Date project
of project due

the final product was fine wned

| I | | |

| 1 I 1 I
Stan date Midpoint Date project
of project due
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Yes Uncertain No

L)

individuals identified with the group

]

!

L L

Start date Midpoint Date project
of project due
12) —_— new agreements were made about the direction to take the work
L | | |
[ i T — 1
Start date Midpoint Date project
of project due
13) - —  the work slowed
| ] | |
{ [ 1 1
Start date Midpoint Date project
of project due
4 __ the team attempted to discover what was 1o be accomplished
| ] | |
I I I 1
Stan date Midpoint Date project
of project due
15) - members felt the need to make progress "now” themselves to the task

Start date
of project
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Yes Uncertain No

16) ___ the group was experiencing some friction
| ] ] ] ]
I ! I I 1
Start date Midpoint Date project
of project due
17 _ members spent (ime trying to define the task
] ] | 1 |
I 1 Ll 1 I
Start date Midpoint Date project
of project due
18) the work was completed
I | | | !
L i 1 1 1
Start date Midpoint Date project
of project due
193 _— . members were confident abourt the work done
| | ] ] |
I 1 ¥ 1 1
Start date Midpoint Date project
of project due
20y __ group members became hostile towards one another

|
1

—as

Stant date Midpoint Date project
of project due
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23)

24)

25)

Yes

Uncertain

No

constructive attempts were made 10 resolve project issues

I I 1 1

Start date Midpoint
of project

problem solving was a key concern

| | | ]

2

Date project
due

! | | 1

Start date Midpoint
of project

group norms were developed

—

Date project
due

-

|
¥ 1 T

Start date Midpoint
of project

individuals tried o determine what was to be accomplished

Date project
due

l ] | | |

| | I T L
Start date Midpoint Date project
of project due

the group abandoned their old approach and made a fresh start

| | | |

|

I | I I

Stant date Midpoint
of project
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26)

27

28)

M

Yes

Uncenain

No

the team felt like it had become a functioning unit

i T

i

Start date Midpoint Date project
of project due

a solution was chosen

I | | | {

! 1 1 I 1
Start date Midpoint Date project
of project due

_ there was a noticeable change in strategy

| i ] | ]

i 1 1 1 1
Start date Midpoint Date project
of project due

task activities became bogged down

I T I i 1
Start date Midpoint Date project
of project due
— group cohesion had developed
| | ] | |
[ I 1 T 1
Start dare Midpoim Date project
of project due
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Yes Uncerain  No

31 — — the team tried o determine the parameters of the task
— | | | |
I I T ! 1
Start date Midpoint Date project
of project due

All information given here or in any part of this study is confidential. It can in no way
be traced back to you nor will it have any effect on your grades.

Thank you for your participation
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APPENDIX D

ELECTRONIC VERSION OF THE
GROUP PROCESS QUESTIONNAIRE (GPQ)
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The Defense Acquisition University
'—"'*" - : Team Development Research Survey
e = A DAU Sponsored Study of Team Dynamics

S-RES-024-XXX-R2-04

Dear Survey Participant,

The goal of this research is to determine whether there is a group developmental pattern for high
technology teams. During the time that groups spend together, members take part in many
different interpersonal and work related activities. Some of these group activities seem to occur
consistently across different types of groups but others are unique to the group. The purpose of
this questionnaire is to examine these various types of group processes.

Some of the events listed below may have occurred in your group, some may not. If the events did
occur they may have happened one, two, or more times while your group was together. They may
also have occurred over a very short or very long period of time. We are interested in collecting
this type of information.

Below is a questionnaire for you to complete, which should take between 10 and 15 minutes to
finish. These questions will probe your team experiences in the DAU course you are taking.
Please fill out the questionnaire based on the experiences you had in your first major course
exercise (task).

Please take the time to complete this questionnaire and submit it. Your participation in this
research is greatly appreciated. You will not be identified as having participated in this study. The
team identification information is used only for tracking purposes at the team/group level. If you
have any questions or problems filling out the survey, please contact Pamela Knight at (256) 722-
1071 or pjk29@comcsast.net.

Sincerely,

Pamela J. Knight
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A DAU Team Research Survey - Microsoft Intennet Explorer

Fle Edit View Favorites Tools Help 'ﬂ"
oﬁack - \ﬂ @ -’h /" Search \;\\? Favorites {‘? E:v .__\'; i] - D‘ﬁ ‘:‘ EI

Address | @] http:jwwen.tearresearch.org/DAU. htm v| Go | Links * Horton Artivirus B -~ @~
rnTTrem— & A
DIRECTIONS

Do the following to 8l out this questionnaire:

Read each statement describing an event that you may have experienced within your group and think about it carefully. Based upon your evaluation of whether or
not the event occurred, you will be asked to choose one of the followmg: 1) YES, the event did occur, 2) Lam UNCERTATN the event occurred, or 3) NO, the
event did not occur

For example: If vou recall that group members sometimes had signficant arguments, you would click: the yes circle as shown below.
Group members sometimes had significant arguments @& YES O UNCERTATN O NO

Because you answered YES, you rust now indicate when the event happened on the tineline below. Ifthis were a singular event that occurred at one specific
titne then you would click a single box. If it were not a singular event and significant arguments occutred more or less continuously throughout a period of time you
would ndicate the duration of the time period by clickng a series of contiguous bozes. If the event occurred several times while your group was together, mdicate
each occurrence of the event on the time line by chicking all appropriate bozes. You may have to make some estimations. If you can not recollect the exact time of
the event make your best guess. Interpret " Task Start"” to mean the heginning of the DAU exercise you have just completed and " Today/End of
Task" to mean the end of this same DAU exercise.

For example; If signficant arguments occurred once near the beginning, again at the midpoint (here the arguments conttmed for a pertod of time), then broke out
again sometime after that, with the final episode occurning rather recently, you would mark your titmeline something like the otie shown below:

T TTTT I T T T T T T T I T T T P e e T T T T T T T T TP T T T T T T T T T T I+T ]

| | : : |
Task Start hdpomt TodawEnd of Task 3
X | Discussions ™ | u; B_ﬁ t} g| = | :@Discusswons not available on http: /fwwe teamresearch,orgf L]

@J Dong B Internet

1% D Electran, . &)
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DAU Team Researnch Survey - Microsoft Internet Explorer

File Edit View Favorites Tools  Help

oﬁack = '\_) [8] @ -“_"b )_r\ Search *Favorites E’} L:;v :_; :‘] - Q‘ﬁ ‘3 E

Address @http:,l’,iwww.teamresearch.org,l’dau.htm v| Go Links > Warton Antivirus E - @ ¥

Be sure to identify your course name, section number and table/team number. Answer all questions. &

All "YES" Answers require one or more timeline inputs locating the described event and its duration.

COURSE IDENTIFICATION: ComseName | " Course Section Number I

Team Identification: Table/Team Numher l:l " Team MName {if applicable) | |

Other *NOTE: Starred responses are required to correlate the team data.

Instructors | | | | |

TUESTIONS

Did the following events occur in your group? Each question describes an event that may have happened m your group. Ifthe event did happen (you answer
"YE3"), then fill in the associated timeline mdicating all of the times and durations where this event occurred. If you answer UIMCERTATY or MO, skap to the next
question. (For additional clarity, see detailed directions abowve)

1) There was conflict hetween group members O YES O UNCERTAIN O IO

IF"YES", fill in timeline immediately below (click as many timeline boxes as required to define this event's locations and durations)
Otherwise go to next question.

Task Start Midpeint Today/End of Task
w
x i Discussions ™ | L’; % :J ﬁl =] | EDiscusswons not available on htkp: ffwww teamresearch, orgf L7)]
a Daong 8 Internct

& 3 Wind plorer G APPENDIX D Electroni. . SC Fram... F Dall Team e &2 siopm
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AU Team Research Survey - Microsoft Internet Explorer

File Edit View Favorites Tools  Help

OEack = '\_) [I] @ fb )_r\ Search *FEVDI’IEES 8 L::I :‘; ':ﬂ i @‘ﬁ ‘3 E

Address @ http:f e teamresearch.orgfdau. htm v| o

Links ** Morton Antivirus E - @ 2

Z) Group memhers defined the task O YES O THCEETATNT O MO a
IF"YES", fill in timeline ivumeciately below (click as matyy timeline boxes as required to define this event's locations and durations).
Otherwise go to next question.
o il ol ol ol il ]l ol ]
| | | | |
I I I I 1
Task Start Idpomt Teday/End of Task =
3) Solutions were found which solved the problem © YES O UNCERTAIN O O
IF"YES", fill in timeline imediately below (elick as many timeline boxes as required to define thic event's locations and durationg).
Otherwise go to nemt question.
EFFFFFFFrPFrPrFr PP PP P F P T PP E PP P F PP TP IR
| | | | |
T T | I |
Task Start Midpoint TodawEnd of Task
4) Work went through a period of major change © YES O UNCERTATY O MO
If"VES", fill it titneline itmediately below (olick as many timeline boxes as required to define this event's locations and dutations),
Otherwise go to next question.
Ll il ol il ol Ll ol Ll
| | | | |
T T | I 1
Task Start Midpoint TadayEnd of Taske
“
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5 Individuals demonstrated resistance towards the demands of the task & YE3 O TUNCERTATYT O MO J
If "VE3", fill in timeline immediately helow (click as many timeline boxes as requited to define this event's locations and durations).

Otherwise go to next question.

Task Start Midpoint Today/End of Task

£) A unified group approach was applied to the task O YES O UNCERTATT O NO
IF"VER", fill in timeline immediately below (click as many timeline boxes as required to define this event's locations and durations):
Otherwise go to fext question.

Task Start Mhidpont Today/End of Task

7) Time became important O YES O TNCERTAN O MO
IF"VES", fill in timeline immediately below (click as many timeline boxes as required to define this event's locations and durations).
Otherwize go to nemt question.

Task Start Midpoint TodavwEnd of Task -]
x | Discussions ™ | 1; I% tﬂ g | 2= | BD\scussiuns not available on http:ffwesw teamresearch.orgf L]
@ Dione 0 Internet
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If "YES", fill iy titneline immediately below (click as many timeline boxes as required to define this event's locations and durations)
| |
I |
Today/End of Task

71 A new approach quickly crystallized O VES
ITITTTTTTITITITTITTTTITITITT]

Otherwise go to next question
|
I

[IITTTTTITITTITTITITITITITTT
| |
Midp eint

Task Start
O YES O UNCERTAIN O NO
IF"VER", fill in timeline imme diately below (click as many timeline boxes as required to define this event's locations and durations).
]
|

9) Members talked ahout heing short on time
] ] o o ] o ]
I |
Today/End of Task

Otherwise go to next question.
I

I T
Task Start Midpeint
10) The final product was fine tuned © YES O UNCERTAY O HO
IF"VES", fill in timeline immediately below (click as many timeline boxes as required to define this event's locations and durations)
Otherwise go to fext question,
ol il Al ol Bl Al il ol Al Bl Al ol ol
I I I I I
Task Start MMidpomt Today/End of Task »
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11) Individuals identified with the group © YES O UNCERTAIN C© NO T
IF"YES", fill in timeline immediately below (click as many timeline boxes as required to define this event's locations and durations)
Otherwise go to next question.
ol . ol B o o B 8 o o o o o o B Ll o G o
| | | | |
I T I I |
Task Start Mlidpeint TadayEnd of Task
12) New agreements were made ahout the direction to take the work O YES O TNCERTAIN O IO
IF"VES", fill in titneline itnmediately helow (click as many timeline boxes as required to define this event's locations and durations) =
Othetwize go to next question. =
| | | | |
I T I I |
Task Start Ilidpoint Todaw/End of Task
13) The work slowed O YES O UNCERTAIN O© NO
IF"VES", fill in timeline immediately below (click as many timeline boxes as required to define this event's locations and durations)
Otherwize go to next question.
[ITTITTTTTTTITTI I T I I T I T I I ITTIT I T ITI I I I TITTITIITTITIITITIT]
| | | | |
I T I I |
Task Start Mlidpeint Teday/End of Task v
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14) The team attempted to discover what was to be accomplished O YES O UNCERTAIT O MO =,
IF"VER", fill in titneline itnmediately helow (click as many timeline bhoxes as required to define this event's locations and durations)
Othetwise go to next question.
TTTITTTT T I T I T I T I I I T I TITITTITIT I T I I T ITITITITTITITITIT]
| | | | |
I T I I |
Task Start Ilidpoint TodayEnd of Task
151 MMembers felt the need to make progress “now” O YES O UMCERTATYT O MO
IF"VES", fill in timeline inmediately below (click as many timeline boxes as required to define this event's locations and durations)
Otherwise go to next question.
[ITTITTTTTTTITTI I T I I T I T I I ITTIT I T ITI I I I TITTITIITTITIITITIT] J
| | | | |
I T I I |
Task Start Mlidpeint Teday/End of Task
16) The group was experiencing some friction O YES O UNCERTATT O MO
IF"VES", fill in timeline immediately below (click as many timeline boxes as required to define this event's locations and durations)
Otherwise go to nemt question,
TTTTTTIT T T T I T T ITITIT I T T I TTITITITITITITITITITTITITITITITT]
| | | | |
I l I I |
Task Start Midpoint Today/End of Task e
X | Discussions = | Lﬂ I% tﬂ ﬁ | 23] | EDiscusswons not available on htkp: ffwwe teamresearch, orgf L7)]
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17) Members spent time trying to define the task O YES O UINCERTADNT O MO =
IF"VER", fill in timeline imme diately helow (click as many timeline boxes as required to define this event's locations and durations)
Otherwise go to next question.
| | | | |
I T I I 1
Task Start Midpoimnt Today/End of Task
18) The work was completed O YES O UNCERTAIN O NO
IF"YES", fill in timeline immediately below (click as many timeline boxes as required to define this event's locations and durations)
Otherwise go to next question.
ITTTTTTIT T T T T I T I T T T I T TITITTITITTITIIITITIT]
| | | | |
I I I I | =
Task Start Mlidpeint TodayEnd of Task
19) Members were confident about the work done © YE3 O TUNCERTAIN O WO
IF"YES", fill in titmeline inmediately below (click as many timeline boxes as required to define this event's locations and durations)
Otherwise go tofext guestion
e e e e e e e e e e e e g e e e e e e g e e peje e ey
| | | | |
Task Start Widp eint Today/End of Task @
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201 Group memhers became hostile towards one another O YES O THCERTATT O MO &

IF"YES", fill in timeline immediately below (click as many timeline boxes as required to define this event's locations and durations)
Otherwise go to next question.

Task Start Mlidp eint Teday/End of Task

21y Constructive attempts were made to resolve projectissues O YES O TUNCERTAIN O NO
IF"VER", fill in titneline itnmediately helow (click as many timeline boxes as required to define this event's locations and durations)
Othetwize go to next question.

Task Start Midpoint Today/End of Task

22) Problem solving was a key concern O YES O THCERTATT O NO

IF"VES", fill in timeline immediately below (click as many timeline boxes as required to define this event's locations and durations)
Otherwise go to next question.

Task Start Mlidpeint TodayEnd of Taske 2
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23) Group norms were developed O YES O UNCERTAIN O NO s

IF"VER", fill in timeline immediately below (click as many timeline boxes as required to define this event's locations and durations)
Otherwise go to next question.

Task Start Midpeint TodayEnd of Taske

24 Individuals tried to determine what was to be accomplished O YES O UNCERTATY O MO
IF"VES", fill in timeline immediately below (click as many timeline boxes as required to define this event's locations and durations)
Otherwize go to fnext question.

Task Start Midp oint Today/End of Task

25) The group abandoned their old approach and made a fresh start © YES O UNCERTATN O NO
IF"VER", fill in titneline immediately below (click as many timeline boxes as required to define this event's locations and durations)
Othetwize go to next question.

Task Start Mlidpoint TodawEnd of Task
“
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Otherwise go to next question,
|
I

26) The team felt likke it had become a functioning unit ) YES
I 1
Today/End of Task

IF"VES", fill in timeline immediately helow (click as many timeline boxes as required to define this event's locations and durations)
|

|
Midpoint

Task Start
O THCERTATN O NO

IF"VES", fill in timeline immediately below (click as many timeline boxes as required to define this event's locations and durations)
|

271 A solution was chosen O YES
|
TaodayEnd of Task

Otherwise go to next question.
|

T
Midpoint

O UNCERTATY O NO

|

Task Start
IF"VES", fill in timeline itnmediately helow (click as many timeline boxes as required to define this event's locations and durations)
]
9

28) There was a noticeahle change in strategy O YES
| I
Today/End of Task
& Internet

Otherwise go to next question
I

i
Midp eint

Task Start
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29) Task activities hecame bogged down O YES O THCEETAIN O MO a
IF"VES", fill in timeline immediately below (click as many timeline boxes as required to define this event's locations and durations)

Otherwize go to next question.

L oa-

Task Start Midpoint Teday/End of Task

30) Group cohesion had developed © YES O UNCERTAIN O NO
IF"VES", fill in titeline immediately helow (click as many timeline boxes as required to define this event's locations and durations)

Otherwize go to next question.

Task Start Midpoint TodawEnd of Task

31) The team tried to determine the parameters of the task O YES O UMCERTADY O NO
IF"VES", fill in timeline inmediately below (click as many timeline boxes as required to define this event's locations and durations)

Otherwise go to next question.

Ll a0 00l a0l ]
| |

Ilidpoint TadayEnd of Taske

|

Task Start
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DEMOGRAPHICS

Please provide the following characteristics abeut yourself to be included in the study. These characteristics will not be used to identify any one individual. They
will, mstead, be used to report on the population sampled. Please select from the following lists.

Highest lewel of education completed | Select One o

Gender O Male O Female High School
BS/EA

MNumber of vears of professional expenyMS/MBA
PhD/Doctorate

Mumber of years you have worked on teatns within the DoD) Acquisition commmunity |

Humber of current team members (within this DATT class) with whom you have teamed on previous tasks | |

Have you ever received team development traming? O YES O NO
Diid you receive team development training specifically for this task? O YES O NO
What is your career background? | SeleciOne V|

What is your DoD affiliation? | SelectOne N

What 15 the duration of this teaming expenence (exercize)? (Iumber of days andfor hours from the begimning to the end of this EXERCISE. Do not provide
class duration, only exercise duration)

[ ¢ aere ANTVOR [
X | Discussions = | Lﬂ I% tﬂ ﬁl 23] | EDiscusswons not available on htkp: ffwwe teamresearch, orgf L7)]
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What is your DoD) affiliation?  SelectOne hd

TWhat iz the duration of this teg ) ze)? (Mumber of days andfot heurs from the begitming to the end of this EXERCISE. Do not provide
class duration, only exercise Active Miltary
Government Civilian
- Industry
| (days) {Other thours)

Team Membership

TWhen the course began and teams were formed, how effective was the level of skill and skill mix possessed by your team (in percent)? (e, 100% = all skills

necessaty to complete the tasks were present) | Io/o

! i ]
How many members were on your DATT class team (the exercise team size)? |

Please answer the following questions concerning your team performance. Again, these questions are anonymous and will not he reported
individually.

This group understands how to accomplish s tasks. SelectOne hd

This group is very good at planning how to accomplish its work objectives. I Selact One bl

This groups meets all objectives for work completed SelectOne Vi

This group's work is always of the highest quality | Select One b

This group takes mtiative m solving problems and decision making, Select One byl T

x | Discussions * | Q % t; ﬁl @ | @Discusswnns not available on http: ffwww. teamresearch. org) L]
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Team Membershi -

When the course began and teams were formed, how effective was the level of shill and skill mix possessed by your team (in percent)? (ie., 100% = all ghills

necessary to complete the tasks were present) |:|°/0

How many members were on your DATT class team (the exercise team size)? |

Flease answer the following gquestions concerning your team performance. Again, these guestions are anonymous and will not be reported
individually.

Thiz group understands how to accomplish itz tasks. | SelectOne =

This group is very good at planning how to accomplish its work objectives.
Stronghy Disagree

This groups meets all objectives for work completed SelectOne hd
Disagres

This group's work 15 always of the highest quality. Meutral
Agree
[anio - | Strongly Agree
LEle Mot Sure

[Selectone

This group takes mihative in solving problems and decision making,

Comments:

Submit Data =
-]

3 | Discussions = | Q %
@ Done
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University of

Lethbridge
4401 University Drive Phone 403.329.5148 www.uleth.ca/man
Lethbridge, Alberta, Canada ~ Fax 403.329.2038
T1K 3M4

Faculty of Management

May 3, 2004

Michael P.J. Benfield
158 Stone Meadow Lane
Madison, AL 35758

Fo.
Dear M. Beffield,

Regarding your inquiry for permission to use the Group Process Questionnaire, please
feel free to use the questionnaire or any items therein for your research. I also understand
that other faculty or students may also wish to employ the questionnaire. I am very
happy to have others testing and making use of the items, so for any other interested
persons, go ahead and use the questionnaire.

Sincerely,

LDas

Diane L. Miller (Ph.D.)
Associate Professor
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INITIAL E-MAIL SENT TO ALL FACULTY:
DAU Faculty,

Hello, I am Pamela Knight, Professor of System Engineering and Software Acquisition
Management at DAU-South Region. | am leading the DAU Research effort - S-RES-024-
XXX-R2-04 Short Duration Team Dynamics. | am asking, and will continue to ask over the
next several months, for your support in collecting data to support this research.

Information about the research provided below for instructors only. Do not tell this to
the students as it may bias their answers to the survey questions.

This DAU applied research effort is studying how teams form and develop. Many DoD
agencies and industry have adopted the 1965 Tuckman model of group dynamics: “Forming,”
“Storming,” “Norming,” and “Performing,” however, most people using this model do not
realize that it has never been empirically validated and that it is primarily based on
observations of psychiatric therapy groups that have very little in common with the types of
DoD task oriented teams that control so much of our technical and management decision
making within the acquisition community.

This research is designed to empirically determine whether or not the Tuckman model of team
dynamics (Forming, Storming, Norming, Performing) applies to the short-duration teams
formed in connection with certain training exercises conducted by the Department of Defense
(DoD) Defense Acquisition University. It is expected that the results generated by this research
will be directly applicable to the thousands of teams operating within the DoD acquisition
process, and to the general body of knowledge on team dynamics.

What to tell the students:

A recent GAO Study — “DOD Teaming Practices Not Achieving Potential Results,” GAO-01-
510 indicated that a better understanding of team dynamics could help produce more
productive teams. This DAU research project is making an effort to help develop this
understanding. Perhaps together we can discover how to help improve AT&L Workforce
teaming efficiency and productivity.

Student surveys can be found at:

www.teamresearch.org/DAU.htm (note the capital letters DAU)

Fill out the questionnaire on the team exercise that has just been completed. The number of
team members = the number of people working together interactively (sans instructors) to
complete the products required by this teaming exercise.

A few things are critically important:
1) Encourage Every team member to complete the survey and to use due diligence.
Team data are unusable if there are: A) Too few responses, or B) too many errors,
or C) signs of non-cooperative gaming or just randomly filling out the
questionnaire. Misleading data are worse than no data.
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2) Make sure every student is clear about the Course Number, Section Number and
most importantly, their Team name or table Number. (All information is
collected anonymously from multiple teams within multiple courses; thus this
identifying data is critical in allowing me to correlate team members data.)

3) The instructor (preferably the primary instructor or the one best able to evaluate
the output of each team) must fill out the instructor’s questionnaire at the same
time the students are filling out their questionnaire (or soon thereafter).
Instructors are asked to rate the quality of each teams products and this cannot be
accurately accomplished days later after memories have faded. Instructor site:
www.teamresearch.org/Instructor.htm

| really appreciate the support of those instructors who have already participated and urge
everyone to participate with the classes that are appropriate. (i.e. have team exercises and
computer availability) Attached is a copy of a letter that was circulated earlier describing the
types of teams and teaming situations we are looking for. If you have, now or in the future,
such teams and the required supporting situation, please help this DAU research effort collect
the quality data it needs to derive accurate and defendable conclusions.

Thanks so much,

Pamela J. Knight

Professor of Systems Engineering
DAU South Campus, Huntsville, AL
Phone (256) 722-1071 (DSN 788)
Fax (256) 722-1003 (DSN 788)
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FOLLOW UP E-MAIL SENT TO SPECIFIC FACULTY PRIOR TO EACH CLASS:

Would it be possible to collect data for the DAU Team Dynamics research in your upcoming
XXXXXXX class on the week of XXXXX? Every respondent will need access to a computer
with Internet as the survey is online. In our region, we are often able to get the IT folks to
provide one computer per two persons. We can then have Y2 the class complete the survey after
the teaming exercise while % the class takes a break and then the students switch.

Student site: www.teamresearch.org/DAU.htm (DAU all Caps)

Instructor feedback site: www.teamresearch.org/Instructor.htm (only need response from one
instructor)

(provide info on the team product as: ave, above ave or below ave)

More info about the data collection is provided in the email thread below. If you are able to
participate, it is imperative that each student provide the course name, section number
and team/table number. All data are collected anonymously so these data are required to
correlate teams. It is also important that all team members participate to represent the team as a
whole.

Thanks for your support!!

Pamela J. Knight

Professor of Systems Engineering
DAU South Campus, Huntsville, AL

Phone (256) 722-1071 (DSN 788)
Fax (256) 722-1003 (DSN 788)
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DATA COLLECTION INFO:

I am leading the DAU Research effort - S-RES-024-XXX-R2-04, on short duration team
dynamics. Initial results indicate that this study will have a major impact on how we teach the
use and application of teaming within the AT&L workforce.

This research effort has been authorized by DAU to collect data from individual students
completing team activities in the classroom. The data collection instrument has been reviewed
and approved for use by Dr. Beryl Harman, DAU Research Program Director, the DoD
Defense Manpower Data Center and Michelle Parchman, DAU Lawyer.

Criteria and constraints:

1) The team members must work closely together in an integrated team effort to
produce a significant product by the end of the exercise. A major report, briefing,
or presentation is a satisfactory product—the more significant the product
(requiring more give and take interaction among the team members) the better.

2) The team exercise should allow for a minimum of 30 minutes of team/group
activity. Longer is better.

3) Immediately after the teaming exercise (at least before the start of the next team
exercise), all team members must complete an electronic survey instrument (A
web-based questionnaire that takes 10 to 15 minutes to fill out.) [Find the
instrument at www.teamresearch.org/DAU.htm].

4) To minimize the interruption to class time, it is optimal if every student has access
to a computer with web access. | know that in some situations, this may not be
possible. If the end of the teaming experience occurs at the beginning of a major
break, students may share computers. The IT folks can often assist in
accommaodating this research effort by setting up a classroom with laptops for the
day that the questionnaire is to be completed.

All data are collected anonymously. No names are used. [Individual data are sent to me
directly from the website. Thus, I do have to collect the course name and number and the table
number/team name so that | can sort individual data from many sources into the appropriate
teams.

The course instructor is also asked to fill out a report on how well the team performed—how
good (below average, average, above average) their product was. This rating instrument can be
found at www.teamresearch.org/Instructor.htm.

All data (both student data and instructor data) are sent directly to me for evaluation from the
Web site. There is no data collection or data shipping requirement for you or the instructor.

Thank you for your support and consideration.
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Pamela J. Knight

Professor of Systems Engineering
DAU South Campus, Huntsville, AL
Phone (256) 722-1071 (DSN 788)
Fax (256) 722-1003 (DSN 788)
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R g? Team Development Research Survey

A DAU Sponsored Study of Team Dynamics
S-RES-024-XXX-R2-04
Dear DAU Instructor,
This webpage covers fwo subjects: 1) directions for administering the team survey to your students: and 2) directions for providing an assessment of each feam’s
performance.
DIRECTIONS FOR ADMINISTERING THE TEAM SURVEY TO YOUR STUDENTS.

The goal of thig regearch iz to determine whether there i¢ a group developmental pattern for high technology teams. During the time that groups spend together,
members take part in many different interpersonal and work related activities. Some of these group activities seem to occur congistently across different types of
groups but others are unique to the group. The purpose of this questionnaire is to examine thege variousg types of group processes,

At the following webszite, www.teanwresearch.org/DAU. It there is a questionnaire for your students to complete, which should take between 10 and 15 minutes to
finish. The team experience DAU would like to collect data on is generated by the first case/exercise in the course. Therefore, it is imperative that students fill out the
questionnaire after the first course exercize is completed and prior to the start of the second course exercize. “Getting to lnow each other” exercizes do not count.
(For example. in SYS 201B, the first exercise is the IPPD Tower Building Task.). Exercises that allow less than 30 minutes of group fime to complete do not apply.
Students are not mdividually identfified; all collected data ig anonymous. The team identification information is used only for tracking purposes at the team/group
level. If you have any questions. problems. or issues with the survey. please contact Pamela Knight at (236) 722-1071 or pjlk29@comcast.nef.

The website questionnaires will automatically be sent from the website to the researchers for analysis. No action 1s required on your part to collect or mail
data sheets.

It is important that all team members participate in the research. Please take whatever measures seem reasonable to msure 100% participation. TT IS VITALLY
IMPORTANT THAT WE KNOW HOW TO GROUP THE INDIVIDUAL DATA SHEETS (THAT ARE AUTOMATICALLY EMATLED TO US FROM THE
‘WEE SITE) INTO THE APPROPRIATE TEAMS. PLEASE MAKE SURE THAT YOUR STUDENTS KNOW THEIR COURSE NUMBER AND
TABLE NUMBER AND ENCOURAGE THEM TO LEAVE NO QUESTIONS UNANSWERED S

&] Done B Internet
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It 1¢ important that all team members participate in the research. Please take whatever measures seem reasonable to msure 100% participation. IT IS VITALLY

IVMPORTANT THAT WE ENOW HOW TO GROUP THE INDIVIDUAL DATA SHEETS (THAT ARE AUTOMATICALLY EMAILED TO US FROM THE

WEB SITE) INTO THE APPROPRIATE TEAMS. PLEASE MAKE SURE THAT YOUR STUDENTS KNOW THEIR COURSE NUMBER AND

TABLE NUMBER AND ENCOURAGE THEM TO LEAVE NO QUESTIONS UNANSWERED

DIRECTIONS FOR PROVIDING AN ASSESSMENT OF FACH TEAM'S PERFORMANCE

Please fill out the information below for each TeamyTable. Every team that ig part of thig study must have an instructor’s asgessment asgociated with it. The

assessment sheet has room to assess as many as 10 teams; use only as many as you need.

Definition of terms: (each descriptor is relative to the course istructor’s notion of typical or average team performance)

Below average = The team produced a prochuct that was below average. In your experience, other teams typically produce a more effective product that

provides a more complete solution to the problem. For example: The case/exercise may not have been completed on time, or correct processes were not

