
 
 
 

Assessing the Army’s Software Patch Management Process 
 
 

 
Benjamin Alan Pryor 

 
 
 
 

 
 
 
 
 
 

March 4, 2016 
 
 
 
 
 
 
 
 

PUBLISHED BY  
The Defense Acquisition University 

Project Advisor: Jeff Caton 
The Senior Service College Fellowship Program 

Aberdeen Proving Ground, MD 
 
 



ii 

 
  



iii 

Table of Contents 

Table of Contents ........................................................................................................................... iii 

List of Figures ................................................................................................................................. v 

Abstract .......................................................................................................................................... vi 

Chapter 1 – Introduction ................................................................................................................. 1 

Background ........................................................................................................................... 1 

Problem Statement ................................................................................................................ 3 

Purpose of This Study ........................................................................................................... 4 

Significance of This Research ............................................................................................... 4 

Overview of the Research Methodology ............................................................................... 6 

Research Questions ............................................................................................................... 6 

Limitations ............................................................................................................................ 6 

Chapter 2 – Literature Review ........................................................................................................ 9 

Policy and Regulations .......................................................................................................... 9 

Training ............................................................................................................................... 12 

Information Assurance Vulnerability Management Process ............................................... 16 

Networks ............................................................................................................................. 19 

Commercial-Off-the-Shelf Software Vulnerabilities .......................................................... 21 

Chapter 3 – Research Methodology .............................................................................................. 25 

Research Hypothesis ........................................................................................................... 25 

Research Design .................................................................................................................. 25 

Research Process ................................................................................................................. 25 

Data Collection .................................................................................................................... 26 



iv 

Bias and Error ...................................................................................................................... 27 

Validity of Responses .......................................................................................................... 27 

Reliability of Responses ...................................................................................................... 27 

Chapter 4 – Findings ..................................................................................................................... 29 

Collected Data ..................................................................................................................... 29 

Chapter 5 – Interpretation ............................................................................................................. 39 

Conclusions ......................................................................................................................... 39 

Recommendations ............................................................................................................... 40 

Limitations of the Study ...................................................................................................... 42 

References ..................................................................................................................................... 43 

Glossary of Acronyms and Terms ................................................................................................ 49 

Appendix A – Survey Tool ........................................................................................................... 51 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 



v 

List of Figures 

Figure 1 – Information Security Weakness at 24 Federal Agencies in FY 2013 and 2014 .......... 11 

Figure 2 – Types of Software Releases......................................................................................... 16 

Figure 3 – VSAT Network Diagram ............................................................................................. 20 

Figure 4 – Vulnerabilities 5-Year Trend ....................................................................................... 22 

Figure 5 – Vulnerabilities by Year................................................................................................ 23 

Figure 6 – Vulnerability by Product Type .................................................................................... 24 

Figure 7 – High-Severity Vulnerabilities 2010–2014 ................................................................... 24 

Figure 8 – 0-Day Patch Cycle ....................................................................................................... 30 

 
  



vi 

 
Note to Readers 

The Strategy Research Project (SRP) is an integral part of the Senior Service College 

Fellowship (SSCF) program for the Department of Defense (DoD) Acquisition Community at 

the Aberdeen Proving Ground, Maryland, campus of Defense Acquisition University (DAU). 

Since the inception of the APG SSCF in 2009, the SRP implementation has emphasized the use 

of survey design and data collection. In January 2015, DoD Instruction 1100.13, DoD Surveys, 

was released and it included the requirement for DoD-level review of any “surveys requiring 

participation of personnel from more than one DoD or OSD component.” Also, the 

implementation instructions for AR 335-14, Management Information Control System, added 

significant new review requirements for surveys. Changes driven by these new policies were not 

assessed at DAU before the start of APG SSCF Academic Year 2016.  

Implementing the new review requirements could add 8 to 12 weeks to the SRP timeline 

and would not guarantee approval of any survey; such impacts cannot be reasonably 

accommodated within the existing SRP structure. Thus, the decision was made in December 

2015 to remove the survey distribution and data collection from the SRP program and instead 

emphasize research based on evidence found in existing literature. Because this change was 

implemented in the middle of the APG SSCF 2015–2016 curriculum, the reader may detect 

minor impacts to the authors’ research continuity that were beyond their ability to fully resolve. 
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Abstract 

With the proliferation of information systems in the Department of Defense’s inventory 

along with the rise of third-party software vulnerabilities, software patch management has 

become a key focus for the Department of Defense Cyber Command. The implementation of a 

software patch management plan is the first line of defense to protect the network from 

exploitation from cyberattacks. Three organizations are responsible for testing, integrating, and 

distributing software patches to the end-users: program management offices, the U.S. Army 

Software Engineering Command, and the Sustainment Automation Support Management Office 

(SASMO).  

With the increasing rate of third-party software releases, the challenge facing the 

SASMO community is how to install these third-party software patches in the most expeditious 

and cost-effective manner. Nearly 15 years since the enactment of the Federal Information 

Security Management Act of 2002 as Public Law No. 107-347, many Federal agencies continue 

to report deficiencies in managing software patches within their systems. This study provides an 

overview of the software patch management process, an analysis of the reasons for the 

deficiencies in patch management, and some recommendations to assist the SASMO community 

to implement software patch management across the enterprise. 
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Chapter 1 – Introduction 

Background 

As the Army continues to field more tactical computers, keeping all of them updated with 

the current software patch to reduce system vulnerabilities is a daunting task, yet essential for 

network security. For the purpose of this research paper, a tactical information system is defined 

as an enterprise information system that performs specific functions such as financial, property 

book, supply, and medical management. According to Darcey (2003) “about 95% of all network 

intrusions could be avoided by keeping systems up to date with appropriate patches” (p. 5). A 

patch is defined as “an additional piece of code developed to address a problem in an existing 

piece of software” (Souppaya & Scarfone, 2013, p. vi).  

The challenge in keeping these tactical information systems updated with the latest 

software version is that each of these systems operates a unique software configuration baseline 

and requires constant monitoring and installation of frequent software patch releases. To 

complicate matters more, many software patches cannot be automatically installed by the system 

administrators due to the unique software configurations. Before installing any software patches, 

they must be tested and integrated into the system software baseline by either the Program 

Management Office (PMO) or the United States Communications Electronics Command 

(CECOM) Software Engineering Center (SEC). This is to ensure that they do not negatively 

affect other software applications working in conjunction with the system.  

In accordance with Department of the Army Pamphlet 70-3, Army Acquisition 

Procedures, the PMOs and CECOM SEC are responsible for releasing software updates for 

tactical information systems (Department of the Army, 2014). Since these two organizations are 

the gatekeepers for releasing and distributing software updates, the Army systems administrators 
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on the battlefield rely on them to provide the software patches. The timeline in which the 

systems administrators receive the software package varies from days to months depending on 

the complexity of the software and size of the update. The system administrators are prohibited 

from installing any unauthorized patch on these systems, as it may cause adverse effects. For 

example, installing a Microsoft Office patch may affect how the applications on the tactical 

system communicate with other applications within the system. Even with Cyber Command’s 

initial bulk notification to their subordinate units of an available software security patch, also 

known as Information Assurance Vulnerability Alerts (IAVAs), system administrators in the 

field are prohibited from installing any software patch unless it is provided by the PMO or 

CECOM SEC (Department of the Army, 2013).  

Unlike standard office automation computers that have a standard network-wide software 

baseline, tactical information systems do not have a standard software baseline. This nonstandard 

baseline causes a delay in the patching process. For standard office computers without a complex 

software baseline, a patch can be quickly tested, deployed, and automatically updated over the 

Defense Information Security Agency (DISA) Network Enterprise Centers (NECs) network. 

Conversely, the tactical information systems have a unique, complex software baseline that 

requires more time to test and integrate the patch into the system. Due to the sensitivity of most 

of the tactical system’s application, most of the software patches cannot be installed 

automatically over the tactical Internet network (i.e., Very Small Aperture Terminals [VSATs]). 

In these instances, manual installation procedures must be performed. Another factor to consider 

is the size of the software patch and how it is released by the program manager (PM) or CECOM 

SEC. Given the size of the software patch, most of the system administrators receive it on a 
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media disc (e.g., CD or DVD) or they are directed to a secure Web site where they can download 

the patch individually for each respective system.   

The Sustainment Automation Support Management Office (SASMO) is responsible for 

managing this network along with the tactical systems connected to it (Department of the Army, 

2013).  Although the VSAT device is linked directly into the DISA network, the NECs are not 

responsible for monitoring or managing the software baseline of tactical systems (Department of 

the Army, 2013). This delineation of responsibility is important, because the SASMOs must 

conduct network management without any assistance from outside agencies.  

Problem Statement 

How can the SASMO community maintain network security compliance on tactical 

systems when software patches are not readily available from the PMO or CECOM SEC? The 

SASMOs are responsible for managing the tactical network and the tactical information systems. 

Per Army Techniques Publication (ATP) 4-06.1, “SASMOs will not perform field level 

hardware (internal component) maintenance on tactical mission command systems and 

installation of patches on standard office automation. Personnel strength precludes operations 

extending into areas outside sustainment information systems support” (Department of the Army, 

2013, p. 37). Their responsibility is to ensure their systems comply with the latest software 

security patches. A challenge for the SASMOs is that they are not responsible for developing, 

testing, or integrating the software patches into the software baseline. They are, on the other 

hand, responsible for installing the approved software patches onto the system. They depend on 

the PMOs and SEC to provide the software patch for installation onto the tactical computer. In 

order to reduce the likelihood of a network vulnerability, the SASMOs need to be given the most 

current software patch as soon as the vulnerability is disclosed by the third-party vendor.  
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Purpose of This Study 

The purpose of this study is to determine whether Army Regulation (AR) 25-2 

(Department of the Army, 2009) and ATP 4-0.6 need to be revised to support the software patch 

management process for tactical systems. Both of these references provide guidance and 

instructions on how to perform software patch management. AR 25-2 primarily focuses on the 

guidance to implement the software patch management process, while ATP 4-0.6 focuses on the 

implementation procedures for the SASMOs to follow for sustainment information systems with 

unique software baselines. The proliferation of sustainment information systems within the field, 

coupled with voluminous and frequent notification of third-party software patches, contributes to 

the growth of network vulnerabilities. Software updates need to be given to the SASMO 

community as soon as the vulnerability has been identified to ensure network integrity. 

Based on the literature review, this research paper determines whether AR 25-2 needs to 

be modified to accelerate the receipt of software patches by tactical units in order to secure the 

network integrity. The literature review, in conjunction with the survey tool, addresses the 

notification process and receipt of the software patch by the SASMO community per ATP 4-0.6. 

The end state is to determine whether the software patch management process can be accelerated 

to achieve the Department of Defense (DoD) chief information officer’s objective to “implement 

an automated patch management capability to distribute software and configuration patches, 

updates, and fixes to mitigate known, major vulnerabilities on DoD networks and systems 

against threats” (DoD, 2015b, p. 20). 

Significance of This Research 

With the proliferation of tactical information systems being fielded to the operational 

force and software vulnerability patches being released daily by third-party vendors, there is an 
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increased pressure on the PM and SEC to provide these software patches/updates to the field 

quickly. The current software patch management process is a slow and arduous procedure that 

exposes the network to adversaries (Government Accountability Office [GAO], 2004). 

This research is relevant because software patches help secure the network by preventing 

network intrusion due to software vulnerabilities. The tactical systems are not alone in facing this 

challenge. Even the networks and systems within agencies are vulnerable to various types of 

intrusion and attack (DoD, 2015b, p. 10). In order to combat this growing concern of network 

vulnerabilities due to systems not being patched, the Army is starting to incorporate network 

security into their training programs. In 2015, the National Training Center at Fort Irwin, 

California, incorporated cybersecurity exercises into the training program. It has been reported 

that the Idaho National Guard was the first unit to receive a favorable assessment in deterring 

cyberattacks at the National Training Center (Meister, 2015). This type of event emphasizes the 

importance of software patch management in the operational force. These types of cyber-related 

training events are also being incorporated at the Joint Readiness Training Center in Louisiana. 

In a similar training event, Colonel Chuck Masaracchia, Armored Brigade commander, stated, 

“The greatest threat I face as a brigade commander on the battlefield is not [enemy] tanks, 

snipers or [improvised devices]… [but] defending the network” (Pomerleau, 2015).  

The research determines whether the PMOs, SEC, and SASMO community have the 

essential tools and resources to accelerate the notification, delivery, and installation procedures 

of third-party software patches. Further research captures information regarding the SASMOs 

workforce to ensure they have the appropriate number of people to support the software patch 

management process. The findings may increase awareness of the strengths and/or shortcomings 

of each organization, which may lead to acceleration of the patch management process.  
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Overview of the Research Methodology 

The data to support this research uses quantitative and qualitative information. The 

primary means of obtaining information was an online literature review primarily consisting of 

Army regulations and pamphlets, Army technical procedures, GAO reports, online defense 

articles, and academic papers. In addition to the literature review, a survey tool was used to 

capture quantitative data from the PMOs, CECOM SEC, and the SASMO community. 

Research Questions 

R1—How can the SASMO community accelerate the software patch management 

process once they receive the approved software patch? 

R2—How can the PMO/SEC accelerate the software patch management process from 

their perspective? 

Limitations 

The research focused on Army tactical information systems supported by the SASMO 

community. This research did not focus on systems outside the purview of the tactical 

information systems, such as Command, Control, Communications, Computers, Intelligence, 

Surveillance and Reconnaissance (C4ISR); other PM-managed systems; and standard office 

automation systems on the garrison network.  

One more limitation was the unavailability of information on how tactical systems 

manage the software patch process. Although there are many policies and regulations that 

address the software patch management process and the requirements to conduct periodic 

assessments on the systems, there are insufficient records on tactical systems. It is recommended 

that a study be done to determine whether a cyber command readiness inspection (CCRI) review 

should be incorporated at the tactical network level. A CCRI, which is conducted by DISA cyber 



 

7 

personnel, assesses the information assurance compliance of a unit’s tactical systems to ensure 

that patch management activities are being performed. 
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Chapter 2 – Literature Review 

Information regarding the software patch management process for tactical systems was 

referenced in AR 25-2, ATP 4-0.6, online defense articles, GAO reports, and a DoD solicitation. 

There was limited information on the software patch management process for the tactical 

systems. Most of the information surrounding the subject focused on the standard office 

automation computers residing on the garrison network. Even with the limited information about 

the process on tactical systems, the literature did indicate DoD chief information officer (CIO) 

and Army awareness of software vulnerabilities on the tactical systems and the need for 

enhanced software security measures for the network. An anonymous chief weapon tester within 

the Pentagon stated in a defense media article, “Although the U.S. Department of Defense is 

making progress protecting its information and combat systems from cyberattacks, many 

vulnerabilities remain and more are expected to emerge” (Selinger, 2015). 

The sections of this chapter provide background information highlighting reoccurring 

software security deficiencies found in various Federal agencies, policy and regulations on 

software patch management, Information Assurance Vulnerability Management (IAVM) 

Process, types of networks, and third-party vulnerabilities.   

Policy and Regulations 

Since 1997, GAO has designated information security as a severe risk (GAO, 2015a). In 

order to address this high-risk area, the Federal Information Security Management Act of 2002 

(FISMA, 2002) was enacted as Title III of Public Law 107–347. The act established two 

requirements―information security program and evaluation requirements―for Federal agencies. 

This act was later updated with the Federal Information Security Modernization Act of 2014 

(FISMA, 2014) to capture other growing security-related issues. The objective of FISMA 2002 
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and 2014 was for each agency to perform a self-assessment on their information security 

practices (GAO, 2015a, p. 2). To help assist the agencies, a Federal information security incident 

center, called the United States Computer Emergency Readiness Team, was established. 

As part of the FIMSA 2014 requirement to report software security management control 

metrics to Congress, GAO (2015a) conducted an annual audit on 24 agencies from December 

2014 to September 2015. The security deficiencies found within the report are separated into five 

categories, of which managing the configuration of software and hardware will be addressed in 

this section. Since 2003, the Office of Management and Budget (OMB) has instructed agency 

heads to provide an annual report of their information security metrics as part of the FISMA 

reporting requirements.    

The GAO (2015a) report provides a 2013 and 2014 roll-up assessment of all the 

agencies’ reporting requirements in each of the five categories. It publicized that 24 agencies 

continue to report deficiencies in five categories. These categories are access controls, 

configuration management controls, segregation of duties, contingency planning, and security 

management. Of these five major deficiency categories, only configuration management controls 

will be the focus of attention in the following section. 

The GAO (2015a) report describes configuration management control as   

… [ensuring] that only authorized and fully tested software is placed in operation, 

software and hardware is updated, information systems are monitored, patches are 

applied to these systems to protect against known vulnerabilities, and emergency 

changes are documented and approved. To protect against known vulnerabilities, 

effective procedures must be in place, current versions of vendor-supported 

software installed, and patches promptly implemented. Up-to-date patch 
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installation helps mitigate known flaws in software code that could be exploited to 

cause significant damage and enable malicious individuals to read, modify, or 

delete sensitive information or disrupt operations. (pp. 20–21) 

Figure 1 provides a side-by-side comparison of the 24 agencies’ information system 

controls audit manual control areas for 2013 and 2014. In 2014, 22 agencies stated deficiencies 

in the category of configuration management, which was slightly better than the previous year of 

24 agencies. In addition to configuration management deficiencies, 22 agencies lacked control 

measures to release software to the end-users. Control measures guarantee that the system, both 

hardware and software, is monitored to ensure patches are up-to-date. For example, 17 of the 22 

agencies reported various degrees of weaknesses in the timeliness of patch installation. The 

report further explains that one agency failed to apply high-risk updates to several of their 

systems. In addition to these findings, 14 agencies reported weaknesses in basic documentation 

procedures such as software configuration management. One agency lacked proper 

documentation for over 30 software configuration change approvals. 

 
 

Figure 1 – Information Security Weakness at 24 Federal Agencies in FY 2013 and 2014 
(Source: GAO, 2015a) 
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In another report, GAO (2015b) noted that the Internal Revenue Service had not installed 

software patches on their databases and servers. A similar finding appeared in a 2014 GAO 

report, which said that the Department of Veterans Affairs had yet to take appropriate action on 

addressing vulnerabilities identified in two key Web applications from 2011. Back in 2011, GAO 

reported that 21 agencies had problems with “maintaining and adhering to configuration 

management policies, plans, and procedures” (p. 14). The report continued by saying that many 

agencies had difficulty maintaining a detailed software baseline configuration. This issue leads 

into a discussion regarding personnel being properly trained. 

Training 

FISMA 2014 requires agencies to train and oversee personnel directly responsible for 

managing the security of the systems. In 2014, 22 of the 24 agencies conducted annual security 

awareness training for more than 90 percent of their network users, which was a decrease from 

24 agencies in 2013 (GAO, 2015a). A similar downward trend can be seen in the establishment 

of a security awareness and training program. In 2014, 20 out of 24 agencies had an established 

training program in place in comparison to 21 agencies in 2013 (GAO, 2015a).  

In regard to monitoring and tracking individual training requirements, it was reported that 

16 agencies tracked individual security training status in 2014, in comparison to 19 in 2013 

(GAO, 2015a). Finally, in 2014 OMB reported that 24 agencies provided information security 

training to about 80 percent of personnel, in comparison to 92 percent in the previous year 

(GAO, 2015a).  

The 2015 DoD Cyber Strategy attempts to achieve the requirements set forth in the 

FISMA 2014, which requires the Defense Department to protect the networks and data from 

high-risk vulnerabilities (DoD, 2015b). Unknown, high-risk vulnerabilities poses the greatest 
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threat to DoD networks and systems, as potential adversaries can exploit these systems at any 

time (DoD, 2015b). A zero-day vulnerability is a security loophole in the software that is 

unknown to the software maker or to antivirus vendors (Zetter, 2014). Fixing such a vulnerability 

within the zero-day period requires teamwork across multiple organizations. First, the vendors 

(i.e., developers) must create and release a patch so that the organizations can remedy the 

situation in a timely manner. Second, the program managers and CECOM SEC must ensure the 

software patch is quickly tested, integrated, and delivered to the end-users. Finally, the SASMOs 

must quickly install the software patch on the system to prevent any further exploitation from 

adversaries. 

The DoD Cyber Strategy points out that the “DoD Chief Information Officer (CIO) will 

lead an effort to implement an automated patch management capability to distribute software and 

configuration patches to mitigate known, major vulnerabilities on DoD networks and systems 

against threats” (DoD, 2015b, p. 20). In accordance with the Army Cyber Command Operations 

Order 2011-051, “Vulnerabilities are exploitable weakness in software that provide an adversary 

with an opportunity to compromise the confidentiality, integrity, and/or availability of an 

Information System” (“Army Small Business,” 2015, p. 25). To combat any potential 

compromise to the network, DoD collaborated with Small Business Innovation Research (SBIR) 

to develop a viable solution that could be implemented across all the Services. 

On August 28, 2015, the DoD (2015a), in collaboration with the SBIR, released a 

solicitation for “Continuous IAVA Mitigation & Remote Client Support for Tactical Systems.” 

As written within the solicitation, “the objective is to receive a solution on the development of a 

patch management system capable of providing automated and continuous Information 

Assurance (IA) patches for fielded, tactical systems, while providing a remote capability for 
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auditing and assessing system vulnerabilities” (DoD, 2015a). This solicitation helps accelerate 

the delivery of software patches across all agencies in the DoD domain. 

The primary document that addresses the software patch management process is AR 25-2 

(Department of the Army, 2009). As mentioned earlier, software patches are periodic fixes that 

are installed onto the system to correct errors and sometimes enhance functionality of software 

(Harhai, 2007, p. 6). These patches are required to correct security problems and vulnerabilities 

on computers. As the life-cycle manager for the systems, the program managers must ensure all 

computers, including handheld devices, have the latest system security patches to reduce system 

security vulnerabilities.  

According to a 2014 Operational Test and Evaluation (OT&E) annual report, the DoD 

Director of Operational Test and Evaluation Michael Gilmore stated, “Now and in the future, 

cybersecurity threats will arguably be some of the most dangerous threats our defense systems 

face” (Selinger, 2015, p. iii). The OT&E annual report mentioned that the DoD is taking the 

necessary steps to protect the network; however, many vulnerabilities remain and many more are 

expected to emerge. Sternstein (2011) reported that software security incidents at Federal 

agencies spiked to 650 percent, from 5,503 in 2006 to 41,776 in 2010, jeopardizing the 

information residing on the Government systems.     

Program managers realize the majority of a program’s cost falls under the sustainment 

phase. The acquisition community suggests a “70:30 cost ratio with respect to operation and 

sustainment acquisition of an average weapon system” (Jones, White, Ryan, & Ritschel, 2014, 

p. 442). According to a document titled Open Technology Development Lessons Learned and 

Best Practices for Military Software (Scott, Wheeler, Lucas, & Herz, 2011), a project is not 

finished once the capability is transferred to the end-user. In fact, the article continues by stating 
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that “the operations and maintenance phase of software is characterized by constant changes in 

the codebase, for any number of reasons: Information Technology (IT) infrastructure changes, 

hardware changes, software bug fixes, updates and changes, bandwidth and updates in warfighter 

needs” (Scott et al., 2011, p. 31). 

Steve Mills and Rob Goldsmith (2014) emphasized that the “Program Managers (PMs) 

have the daunting responsibility to minimize cybersecurity vulnerabilities in their systems 

against current and future cybersecurity” (pp. 41–42). These authors continue to address the 

importance of prevention in order to operate effectively on the battlefield. Cybersecurity not only 

addresses hardware and software, but firmware assurance as well.  

In regard to the software and firmware assurance, two primary organizations are 

responsible for releasing the necessary software patches to the tactical system. These two 

organizations are the PMOs and the CECOM SEC. The PMOs are primarily responsible for 

managing the software releases for systems that have yet to transition into the sustainment phase. 

For PMOs, software patches are released under the category of Post-Deployment Software 

Support (PDSS). Once the program has successfully transitioned the system to sustainment, the 

SEC is responsible for all aspects of the system maintenance. Software patches released by SEC 

are commonly referred to as Post-Production Software Support (PPSS). The only difference 

between PDSS and PPSS is the agency responsible for releasing the software patch. Figure 2 

displays the types of software releases within the DoDI 5000.2 acquisition framework. 
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Figure 2 – Types of Software Releases 
(Gutleber, 2015) 

The frequency of formal software patch releases varies by agency. Typically, they occur 

on a monthly, quarterly, semi-annual, or annual basis (Scott et al., 2011). In order to reduce 

security threats to the network, DoD’s objective is to reduce the release times to a zero-day 

patching cycle.  One approach for reaching a zero-day patch cycle time is to accelerate the steps 

within the Information Assurance Vulnerability Management (IAVM). 

Information Assurance Vulnerability Management Process 

The IAVM process is a disciplined approach for the DoD and other Federal agencies to 

monitor and control cyber-security risks. AR 25-2 described the IAVM process as “a proactive 

methodology of maintaining, patching and updating systems before notification or exploitation” 

(Department of the Army, 2009, p. 44). The DoD (2015c) further explained that the “IAVM 

process provides positive control over the vulnerability notification process for DoD Network 

assets” (p. 85). As part of the IAVM process, agencies must acknowledge the receipt of an 

IAVM message and establish an implementation date. In accordance with AR 25-2, there are 

four phases of the IAVM process (Department of the Army, 2009, p. 44):  

1. Vulnerability identification, dissemination, and acknowledgement 

2. Application of measures to affected systems to bring them into compliance 

3. Compliance reporting 

4. Compliance verification 
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For the first phase, vulnerability identification, the software flaws or vulnerabilities are 

initially submitted into the National Vulnerability Database at the National Institute of Standards 

and Technology. At this point, the vulnerability enters the DoD reporting process starting with 

United States Cyber Command (USCYBERCOM). Once the vulnerability information is 

entered, USCYBERCOM notifies their subordinate commands via an alert, bulletin, or a 

technical tip. In accordance with AR 25-2, IAVAs are the most severe of the three types of 

notification, and they require acknowledgment from the subordinate agencies.   

To help reduce software vulnerabilities and to accelerate the software patching process, 

Network Enterprise Technology Command (NETCOM)/9th Signal Command Army (SC[A]) 

published an implementation memorandum for Army Enterprise Desktop Standardization (U.S. 

Army Enterprise Systems Technology Activity, 2007). This memorandum identified minimum 

hardware, operating systems, applications, and configuration necessary to establish baselines for 

personal computer desktop systems for use throughout the Army. The creation of one baseline 

assists the NEC system administrators to push software patches and other necessary updates to 

all the systems residing on the garrison network. However, this memorandum does not extend to 

the software baseline sustained by PMOs/SECs.  

AR 25-2 states that PMOs are responsible for addressing corrective actions under their 

control. As part of the corrective action, PMOs should document compliance using a Scorecard 

and Plan of Action and Milestone (POA&M). The POA&M documents a temporary workaround 

until a viable solution can be found. In the meantime, the system and the network continue to be 

vulnerable to exploitation by adversaries. 

Once an IAVA patch is released from a third-party vendor, Army Cyber Command 

processes it in their system. Subsequently, they release it in parallel to NETCOM/9th SC(A) and 
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to the United States Army Intelligence and Security Command. NETCOM/9th SC(A) provides 

notification to the NECs, which are located at each of the major garrison installations. Both the 

garrison and tactical network fall under the responsibility of NETCOM/9th SC(A). These two 

networks are “LandWarNet.” The primary nontactical network is managed by the garrison NEC. 

The second network is used extensively in the battlefield and is often referred to as the tactical 

network. The garrison network is managed by the NEC, while the SASMO community manages 

the tactical Internet (Department of the Army, 2013).   

The SASMO is responsible for “ensuring that all tactical systems are patched in 

accordance with PM software baseline guidance” (Department of the Army, 2013, p. 3-10). 

Furthermore, it requires any tactical systems residing on the NEC to be placed on a separate off-

line network. This means any tactical system that connects to the NEC’s network will be 

quarantined from the other nontactical office automation systems. This separation enables the 

NEC to continually patch and monitor their systems without sacrificing the network. For tactical 

systems residing on the VSAT network, the SASMO is responsible for updating the system, and 

the SASMO is required to maintain inspection logs annotating the system’s name, location, and 

patches applied to the system (Department of the Army, 2013, p. 64).  

Applying IAVA patches may adversely impact the system. As a mitigation plan, the PM 

ought to test and integrate the patches for interoperability concerns before they distribute the 

software patches to the end-users. Depending on the type of IAVA severity and the number of 

patches, a great deal of time may be needed to test and integrate the patch. Some patches may 

take as little as a few hours, while others may take weeks or months. 

Most IAVA patches are added to the Army Knowledge Online database on a monthly 

basis. For systems that are unable to connect to the database, the PM/CECOM SEC distributes a 
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CD/DVD on a quarterly basis. In an effort to meet the DoD objective of a zero-day patch cycle, 

the Army must find alternative ways to accelerate the release rate of IAVA patches to the end-

users. 

Networks 

The Army has two sustainment network environments—the tactical network using 

Combat Service Support (CSS) VSATs and the garrison network managed by the NEC. The 

ATP 4-0.6 (Department of the Army, 2013) defines the mission of the SASMO and serves as a 

guide for SASMO management of the tactical systems and the network. The SASMO is 

responsible for managing the CSS VSAT along with the tactical information systems. The CSS 

VSATs are portable satellites managed by Defense-Wide Transmission Systems; they provide 

data and voice communications connectivity in support of contingency and sustainment 

missions. These VSATs are employed to support tactical information systems and other C4ISR 

systems. Figure 3 shows a typical VSAT network diagram with the associated tactical systems 

connected to it. Although the figure is not very legible, its purpose is not to provide the details, 

but to show the vast number of heterogeneous systems connected to the network. Each system 

has a unique and separate software baseline configuration. 
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Figure 3 – VSAT Network Diagram 
(Source: Department of the Army, 2013) 

 

The NECs’ mission is to provide, protect, and defend LandWarNet operations. NECs are 

located at every major military installation. In simple terms, the NEC manages the Army’s 

standard office computers on the garrison network.  

Computers residing on the garrison network can be updated quickly due to the fact that 

they have a standardized baseline of hardware and software. However, tactical computers using 

the CSS VSAT network must be updated manually due to the unique software applications. If 

VSATs are not patched with the latest software security patches, then they could be vulnerable to 

external cyberattacks. A report generated by security researchers at IntelCrawler, a Los-Angeles-

based cyber intelligence company, indicated there are approximately 3 million VSAT terminals 

in the world (Paganini, 2014). Of these active VSATs, more than two-thirds are being utilized by 
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the Government to transmit information (Storm, 2014). The Army employs many of these 

VSATS during a bi-annual Network Integration Evaluation (NIE) exercise that focuses on 

securing the tactical Internet. With the increased threats to networks, Pomerleau (2015) believes, 

“Network defense is job No.1 for the Army.” 

The SASMO has the authority to allow or deny access of devices on the network to 

ensure that the entire network―software, hardware, and users―are in compliance with ARs 25-

1 and 25-2. In addition, the SASMO is responsible for the physical security of the network. The 

SASMO generates and maintains a Tactical Network Diagram (Figure 3) for all the systems 

residing on the VSAT network. The NEC is not responsible for managing the PM’s software 

baseline. In addition, the NEC is not required to connect the tactical system to their garrison 

network. In other words, the SASMO works independently from the garrison NEC.  Basically, 

each organization is responsible for managing its own network. 

According to Cohen (2009), one challenge noticed by a deployed SASMO was how he 

was assigned to Network Operations instead of being assigned to a company as required by the 

Modified Table of Equipment. This organizational realignment had a major impact on the 

SASMO community, because they spent their time working and supporting the tasks of the 

Network Operations section and not supporting the direct unit with the tactical systems. As a 

result, the tactical systems were not properly patched, leaving the network vulnerable for 

exploitation. 

Commercial-Off-the-Shelf Software Vulnerabilities 

In early 1997, DoD acquisition emphasized the maximum use of commercial-off-the-

shelf (COTS) items (DiMarco, 2000). Although there were benefits to inserting COTS into the 

DoDI 5000.2 acquisition framework, there were unforeseen consequences as well. One 
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unforeseen impact of incorporating COTS into the field was the additional workload pushed onto 

organizations, which now had to monitor and release continuously, across the network, software 

patches of commercial software products. As addressed earlier, the PMOs and CECOM SEC are 

responsible for testing, integrating, and releasing software patches to the end-users. This section 

provides an historical overview of the software vulnerabilities over the last 25 years, giving a 

better appreciation of the workload requirement by the PMOs and CECOM SEC to release 

software patches once vulnerabilities are reported to USCYBERCOM.  

The following charts display vulnerabilities of commonly used third-party software. It’s 

important to note that there are many tactical systems that employ a combination of COTS and 

Government-only software products. Ensuring that both these software products work hand-in-

hand is critical. According to Florian (2015), approximately 7,038 new security vulnerabilities 

were reported in 2014 (Figure 4), an average of 19 vulnerabilities per day. The data came from 

the National Vulnerability Database, which provides an extensive list of third-party software 

security vulnerabilities.  

 

Figure 4 – Vulnerabilities 5-Year Trend 
(Source: Florian, 2015) 

A more comprehensive look of software vulnerabilities—over the last 25 years—can be 

seen in a research report generated by Yves Younan (2013), a senior research engineer for 

Sourcefire. Figure 5 gives a snapshot of these vulnerabilities, starting in 1988 and ending with 
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2012. It’s worth noting that the number of vulnerabilities in 2000, when the DoD started pushing 

the use of COTS, was 1,020 compared to the 5,281 in 2012.  This quantity is staggering, because 

it means that the PMOs/CECOM SEC must test and integrate all these software patches before 

releasing them to the SASMO community.  

 

Figure 5 – Vulnerabilities by Year 
(Source: Younan, 2013) 

Figure 6 provides a percentage break-out of vulnerabilities by product type. Florian 

(2015) reported that over 83 percent of the reported vulnerabilities were found in the software 

applications, while 13 percent and 4 percent were found in operating systems and hardware 

devices, respectively. 
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Figure 6 – Vulnerability by Product Type 
(Source: Florian, 2015) 

Figure 7 (Florian, 2015) compares the number of high-severity vulnerabilities to the total 

number of vulnerabilities reported from 2010 to 2014. It shows that the number of high-severity 

vulnerabilities has slowly risen over the last 3 years. The upward trend is alarming, because most 

of the high-severity vulnerabilities require immediate attention. This means the PMOs and 

CECOM SEC must prioritize their resources to address the high-severity issues ahead of the 

more abundant vulnerabilities. No matter what software vulnerability the PMOs and CECOM 

SEC tackles, there will be an inevitable delay in the release of a software patch to the SASMO 

community.   

 

Figure 7 – High-Severity Vulnerabilities 2010–2014 
(Source: Florian, 2015) 
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Chapter 3 – Research Methodology 

Research Hypothesis 

It is hypothesized the SASMOs cannot maintain system IAVA compliance on tactical 

systems using the current Army IAVA Software Patch Management Process due to the frequent 

releases of third-party software patches.  

Research Design 

The purpose of this study is to explore the software patch management process of the 

systems on the tactical Internet. Based on the literature review as well as the survey responses, 

the research captures information on the notification, distribution, and installation process. The 

intent is to review the feedback from the respondents to determine any significant gaps in their 

responses regarding the software patch process. If any significant response gaps exist, the data 

may be used as indicators to determine whether any necessary procedures, tools, and/or 

resources are required to streamline the software update process.  

Research Process 

As mentioned in Chapter 1, this research used qualitative and quantitative information. 

The literature review as well as the survey tool, called SurveyMonkey, focused on three key 

organizations—the PMO, SEC, and the SASMO community. The research focused on the 

software patch management process from the perspectives of the PMO, CECOM SEC, and the 

SASMO community. Notification, dissemination, and installation were the key categories of the 

process that were examined. The research did not focus on the development, testing, and 

integration process within the PMO or SEC.  

The literature review included peer-review articles, service-related publication, 

DoD/Department of the Army regulations, policy, and doctrine. Other information was extracted 
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from GAO reports and publications. Given the sensitive nature of the topic, data was limited to 

information readily available on the Internet. All information within this research paper is 

unclassified. 

The survey tool used for this research was SurveyMonkey. Questions were posed to three 

major organizations: PMO, SEC, and the SASMO community. The questions covered some 

basic demographic data to obtain rank and position of respondent to ensure responses were from 

reputable personnel in relevant positions. The questions focused on the software update process 

in regard to notification, distribution, installation, and reporting. The survey was developed to 

capture responses from key positions with each organization. 

The survey not only captured the software patch management process, it captured 

training certification levels of the respondents and personnel shortages within the SASMO 

community to determine whether experience and personnel shortages may affect the time 

required to install the software patch on the systems. Finally, the survey asked individuals within 

each organization to grade themselves on their process. This self-assessment would be compared 

to the feedback from the SASMO community. The disparity, if any, between these self-

assessment responses may lead to awareness that an issue exists in the software update process. 

Data Collection 

The survey comprised 33 questions. Depending on the respondents, the questions varied. 

For example, the SASMO community had 22 questions, whereas the PM and SEC had 11 

questions. The initial questions captured their position along with their experience level and 

certification level. The remaining questions focused on the specific software patch process 

within each of their respective organizations. The final question focused on implementing a 
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tactical system Command Cyber Readiness Inspection similar to the DISA NEC. A complete list 

of questions can be found in Appendix A. 

The analysis from the survey examined the software patch process from the perspective 

of the three organizations. The conclusion and recommendation are addressed in Chapter 5. 

Bias and Error 

The most significant bias in this research paper is the insertion of personal experience 

with the software patch management process. The type of literature review found and reported in 

this paper can be a source of bias. Much of literature review focused on the negative aspect of 

the software management process primarily due to the information readily available in various 

reports and articles. A potential error that may exist is the possibility that new policy and 

procedures may be available, but unknown to the researcher at the time the literature review was 

conducted. Other possible threats to validity include selection and unique programs. To account 

for selection and unique program features, the survey covered all the programs supported by 

SASMO support structure.  

Validity of Responses 

Any subjective data collected by way of comments requires an additional investigation or 

clarification using email to determine the validity of data. As a result, certain biases may be 

contributed to the knowledge and expert opinion of the researcher. The survey questionnaire was 

distributed to the SASMO community in all three Army components (i.e., Active, National 

Guard, and Reserve), CECOM SEC, and Product Management Offices.  

Reliability of Responses 

The survey questions were provided to Combined Arms Support Command (CASCOM) 

headquarters, which manages the SASMOs across the Active, Reserve, and National Guard 
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components. Before the official release of the survey, the questions were provided to CASCOM 

and PMO/SEC for a quality review to ensure the questions were not vague or ambiguous in 

meaning. The survey responders have access to the information needed to respond to all survey 

questions. 
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Chapter 4 – Findings 

Collected Data 

Preceding this chapter, the literature and IAVM process outlined the responsibilities of 

the various organizations and the overlapping relationship among them for third-party software 

patch management. The purpose of this section is to analyze and explain the challenges with 

implementing a software patch management plan from the viewpoint of each organization. The 

hypothesis is the SASMO community cannot maintain system IAVA compliance on tactical 

systems using the current Army IAVA Software Patch Management Process due to the frequent 

releases of third-party software patches. 

This chapter focuses on two key areas. The first section analyzes the timeframe required 

to test, integrate, and distribute the software patch from the perspective of the PMO and CECOM 

SEC. The second section analyzes the challenges in regard to the notification, receipt of software 

patches from the PMO/CECOM SEC, and the installation process from the viewpoint of the 

SASMO community.  

A SASMO is similar to the Greek myth of Sisyphus, who was the king of Ephyra. In this 

story, King Sisyphus was punished by being forced to roll an immense boulder up a hill, only to 

watch it roll back down just prior to reaching the top, repeating this action for eternity. This story 

is similar to the life of a SASMO in regard to software patch management. Regardless of how 

hard the SASMO works to install software patches on their systems, they feel like Sisyphus 

pushing the boulder from the bottom of the hill every time a new software patch is released.  

So how does the PMO/CECOM SEC and the SASMO work collaboratively to shift the 

patch installation date closer to the actual disclosure and patch release date as shown in the 

Figure 8? 
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Figure 8 – 0-Day Patch Cycle 
(Source: Frie, Tellenbach, & Plattner, 2008) 

 
The major challenge the PMOs and CECOM SEC face is to keep up with the testing, 

integration, and dissemination of numerous third-party software patches in order for the 

SASMOs to protect the network from intrusion. Although this section does not address all the 

intricacies involved in the PM/CECOM SEC testing and integration schedule, it does highlight a 

generic timeline of their software patch management process. Based on my experience within a 

program management office, the PMOs release IAVAs on a quarterly basis. This doesn’t imply 

that the SASMOs receive the most up-to-date IAVAs. In fact, these quarterly IAVA releases 

from the PMO/CECOM SEC are usually 2 to 3 months behind the most current third-party 

release schedule. The reason behind the gap stems from the PMO’s IAVA management process, 

which establishes a cut-off date for accepting new IAVA updates to their testing and integration 

baseline. As part of the PM’s and CECOM SECs’ software configuration process, the cut-off 

date to accept any additional software into the next software baseline marks the official start date 

for formalized testing and integration. Once the SASMOs receive the patches, the installation 

process typically takes them a few months to complete. Therefore, many systems are 4 to 5 

months behind the original release schedule. This is one indicator that the SASMOs cannot 

achieve the DoD CIO objective for zero-day patch management. 

A second factor to consider in the software release timeline is the PMO/CECOM SEC 

notification and dissemination process. Currently, AR 25-2 indicates the PM and CECOM SEC 
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will notify and provide the unit with the IAVA patches. Based on my experience, the PMO 

typically gives a bulk notification via email based on their last distribution list, which does not 

guarantee a valid and reliable notification list. In parallel to crafting a notification email, the 

PMO commences the media duplication process, and subsequently distributes the media to 

various units based on their last known SASMO shipping address. The DVD duplication process 

takes approximately a week to produce about 200 IAVA DVD packages. The current number of 

Army units in need of the IAVA updates is approximately 2,400. Thus, it could take about 10 

weeks before the last batch of IAVA DVDs are ready for shipment. Based on this process, the 

SASMO is already months behind applying the original software patches.  

From a connectivity perspective, the SASMOs have the technology and the bandwidth in 

garrison to download any size of software. If the PMO wants to expedite the delivery process, 

then they need to post all IAVA patches to a centralized database that all SASMOs can access. 

Currently, based on my research, the Army doesn’t have a mechanism in place to automate patch 

delivery by proactively pushing updates and security patches to their customers to protect their 

system. This approach would not only reduce the time in the notification and dissemination 

process, it would significantly reduce shipping and duplication costs.  If the connectivity and 

technology are readily available for the SASMO community to employ, then there is a possibility 

to reduce significantly the patching release and installation timeline.  

Most of the tactical systems supported by the SASMO community are COTS-based 

hardware using COTS-based applications, such as Windows Operating System and other 

Microsoft Office products. To appreciate the complexity and vulnerability of modern software, 

one must understand that Microsoft Windows 8 has over 50 million lines of code. Steve 

McConnell (2004) indicated that the industry standard for software defects is about 20 to 50 
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defects per 1,000 lines of code. This equates to approximately 2.5 million potential defects in the 

software for possible exploitation. This is one of the reasons behind the frequent patch releases 

by Microsoft. Couple Microsoft’s software releases with numerous other third-party patches, and 

the software patch management process becomes very difficult to monitor and manage for both 

the PMO/CECOM SEC and the SASMO community.  

According to a survey on Windows patching, conducted by Network World (2011), 

system administrators reported three challenges with software patching. First, rebooting servers 

after updates is highly disliked due to the associated system/network downtime. The second 

concern was the lack of personnel to perform system upgrades across the network. The third 

concern, but not the least, was the exorbitant amount of time required to test the patch against 

other software applications before the patch could be installed onto the system. Based on this 

article, several system administrators acknowledge that a major dilemma with patching the 

Windows Operating System is the need to reboot the server, which often cannot be accomplished 

during the day due to the organization’s mission. A time assessment was performed in early 2009 

by a Microsoft team, which reported the time required to upgrade from Vista SP1 to Windows 7 

ranged from 30 minutes to 1,220 minutes (Protalinski, 2009). Network World (2011) explained 

the great range in the time required to update a system:  

Custom software came in as the main reason it would take more than 24 hours to test and 

deploy patches. Yet not far behind was the lack of manpower to roll out critical patches; 

testing less-important patches ranked lower in priorities. And very close behind was the 

fact that people frequently find that Microsoft’s patches cause issues with software and 

resolving those issues often took more than 24 hours. 
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Based on the number of software vulnerabilities reported by Younan (2013), which 

averages approximately 19 per day, program managers and CECOM SEC would have to hire a 

significant amount of personnel to keep up with the daily level of effort. Even if the PMO and 

CECOM SEC could test and integrate all the daily released patches within a 24-hour period, the 

delivery of the patch would have to be expedited to the field. Based on the literature review, 

PMOs and CECOM SEC deliver these patches via DVD/CD because their size makes it 

impossible to push them through the limited bandwidth on the VSAT network. By the time the 

software media are duplicated and shipped to the various units, the SASMO would still have to 

coordinate with the command group to install the patch. The shipment-to-installation timeline 

could take a week to a month, even longer if the unit is not properly staffed with a SASMO. 

Lindstrom (2016) provides a common equation to determine the cost of patch management: 

(Hours x Rate x Systems) + (Patch Failure% x (Hours x Rate x Systems)) = Cost to Patch 

Imagine a SASMO being injected in the commercial market. In this scenario, the 

SASMO would be considered an entry-level system administer who gets paid at an hourly rate.  

For this scenario, the SASMO will receive approximately $30/hour to support 400 systems. The 

cost to perform the patch would be $12,000 per patch. If a standard 5 percent of the patches fail, 

requiring an average of two hours for recover time, that’s 20 systems at $60 (two hours)—which 

equals $1,200. Therefore, the total patch time is 440 hours at a cost of $13,200. Now, recall the 

DoD CIO guidance to move to a zero-day patch cycle. The SASMO community would have to 

perform this activity every day based on the daily average of 19 vulnerabilities being reported by 

third-party vendors. To understand the impact across the force, imagine this process being 

implemented across the entire SASMO community, which is estimated to be about 2,000 
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personnel. Given the cost and level of effort across the force, achieving a zero-day patch 

objective is unrealistic. 

As Dorado and Richards (2011) indicated, “the problem with updating the system is due 

to an array of new systems, each having its own distinct configuration requirement.” They 

continued to explain that many SASMOs come into a unit typically knowing little about the 

unit’s operation, and there are no management tools fielded with any systems that the SASMO 

supports (Dorado & Richards). This story relates closely to the findings in previous GAO reports 

in that many Federal agencies lack sound configuration management controls. Even though 24 

Federal agencies had software configuration plans, 17 of them were significantly deficient in 

implementing software patches. One could argue that even if software patches were readily 

available for immediate installation, many agencies, including the SASMO community, would 

have difficulty maintaining their systems because they do not know how many assets are in their 

inventory and the current software configuration of each system.    

A similar configuration/inventory management problem was documented by Ryan 

(2012), who described the common frustration in the SASMO community about not having a 

clear picture of all the communication assets within their units. Ryan indicated that it is no longer 

enough to know how many radios, antennas, computers, and printers are in a unit. The SASMO 

is responsible for tracking a myriad of other technical information for IAVA compliance, such as 

software version, Media Access Control and Internet Protocol address, Lightweight Directory 

Interchange Format, interoperability, compatibility, classification, antivirus and domain status, 

and the support chain of each asset. One approach to assist the SASMO community is to use a 

standard automated monitoring and management tool to capture all software-related issues for 

each system. A centralized asset management database could assist the SASMO community by 
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sending out periodic vulnerability status reports for each system under their responsibility. 

Ideally, this proposed system should be closely interoperable with the Army Property Book 

Accountability System to ensure all assets are accounted for and maintained across the 

battlefield. Currently, SASMOs do not have a common enterprise system to capture system 

information.   

Shortage of personnel to support simultaneous operations and new logistics automation 

systems was addressed by Sawyer, Petty, and Shaw (2010). They addressed the insufficient 

number of SASMOs to support the various units in a split-based operation while in Operation 

Iraqi Freedom. Another reference point showing lack of personnel in the SASMO section is 

documented in Frazier (2011). Frazier reported that many of the SASMOs are forced to support 

the mission at 20 to 30 percent of their full complement. She advised the senior SASMO to 

address the personnel issue with the command by showing how the lack of personnel affects the 

mission. Another concern regarding the personnel shortfall is the time it takes to update all the 

systems on the network with reduced personnel. As indicated previously, many of the IAVA 

patches require manual updates. The SASMOs need to find the appropriate time to perform the 

updates so as to avoid affecting the commander’s mission. The fewer people to perform the 

updates, the more network downtime will occur. Now, imagine the frustration the commanders 

have when the SASMO has to constantly apply patches to the system due to the high frequency 

of third-party software releases. Even if software patches were readily available, sometime the 

commander’s direct the SASMO to install the patches at a given time (e.g., once a month) to 

reduce mission impact.  

The DoD CIO realized the importance of developing and incorporating measures to help 

reduce network vulnerabilities brought on by commercial software vulnerabilities. DoD’s 
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(2015b) Cyber Security Strategy emphasized the importance of incorporating additional 

cybersecurity assessments into the various Army training events at the National Training Center 

and the Joint Readiness Training Center. Prior to the DoD Cyber Security Strategy, some units 

were conducting limited cybersecurity exercises. However, Neely (2013) and Ryan (2012) only 

indicated that the unit performed network protection, which may or may not include software 

patch management. Neither article mentioned whether software patch management was 

specifically performed during these training exercises. Furthermore, many units do not touch 

their systems once they enter the training event. The standard procedure is to update the systems 

to the latest software version before and after the training event.  

Although the Army’s software patch management process described in AR 25-2 appears 

to work for computers on the garrison network with standard hardware and software 

configurations, it doesn’t appear that it can work with tactical systems that have many hardware 

configurations with many software configuration baselines. One more concern regarding the 

software patch management process is the increased quantity of software patches being reported 

on a daily basis. Each of these software vulnerabilities needs to be individually tested and 

integrated into the software baseline before it can be released to the field. The time to perform 

these activities can be days, weeks, or months depending on the severity of the vulnerability and 

the complexity of the program’s software baseline. Having a known vulnerability on the network 

for any extended period of time gives our adversaries time to exploit the system and cause 

disruption in the unit’s operation. If the Army wants to protect their network from software 

vulnerabilities, then the entire software patch management process needs to be reviewed and 

modified to expedite the release of software patches. 
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In summary, there appears to be similar third-party software patch management 

challenges facing the PMO/CECOM SEC and the SASMO community as well as other Federal 

agencies. Although most agencies report to have well-documented configuration control 

management plans, the prevalent issue is implementation of their software patch management 

plan. All parties have a shared responsibility in the patch management process, from the 

PMO/CECOM SEC to test, integrate, and disseminate the patch, to the SASMO community to 

install the software patch onto the information systems. The reoccurring theme within this 

chapter is that each organization has challenges with software patch management. These include, 

but are not limited to, the time required to test and integrate the third-party patches into software 

baselines; the notification process, personnel, and training required to release patches; the mode 

of delivery of patches; configuration and asset management accountability; and the lack standard 

enterprise monitoring and patching applications.  
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Chapter 5 – Interpretation 

The purpose of this chapter is to provide an interpretation of my findings based on the 

evidence within this literature review and additional evidence-based information from the 

previous chapter. Subsequent to the interpretation, I will provide recommendations that may be 

employed for future research on software patch management process. In the last section I will 

recap the limitations of this study. 

Conclusions 

My hypothesis is that the SASMO community cannot maintain system IAVA compliance 

on tactical systems using the current Army IAVA Software Patch Management Process due to 

the frequent releases of third-party software patches. In addition to the hypothesis, two research 

questions were proposed to address the acceleration of the deployment and installation of the 

software patches from each organization. Based on the literature review and other evidence-

based information, the findings support my hypothesis. Even though the SASMO community 

could accelerate the software-patching installation timeline from the PMO/CECOM SEC 

software patch release date, the accelerated schedule is predicated on personnel taking a more 

active role in software patch management and the incorporation of new technology to monitor 

and manage the systems better. At this time, it appears the SASMO community is unable to keep 

up with the frequent delivery of third-party patches using their current delivery and installation 

processes.  

 DoD CIO guidance has emphasized software security management across all agencies, 

but software patching of tactical IT systems remains an ongoing challenge. Based on the 

literature review, the underlying problem is not the lack of guidance and policy, or “what” needs 

to be done. The problem is “how” to accomplish it. The underlying problem is there doesn’t 
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appear to be a central standard enterprise solution for software patch management, as evidenced 

by DoD’s recent solicitation to industry for such an enterprise solution. Thus, I conclude that 

guidance is secondary to personnel monitoring and managing the process. The software patch 

management process is only as good as the personnel actively managing the process. 

Technology also plays a significant role in the process. To implement a successful patch 

management plan, personnel need to be properly trained in their respective roles at the levels of 

proficiency appropriate to address rapidly changing technologies. Personnel not attending 

security awareness training may miss the opportunity to obtain basic understanding of 

information security requirements to protect their systems. Agencies not requiring personnel to 

take the specialized training, or not monitoring their compliance, are hindering their professional 

development. 

Recommendations 

This section offers three recommendation for further research on patch management: a 

standard enterprise patch management tool, cloud-based management, and Government-

developed software. The first recommendation is to incorporate a standard enterprise software 

patch management tool that can be used across all organizations. This tool would manage all the 

assets and track the software configurations of each system. It would be able to generate reports 

for the system administrators to improve tracking and monitoring of system compliance. In 

addition, this software tool could provide update notifications to the command about their 

systems. One implication of this tool is the need to obtain buy-in from the various stakeholders; 

for this tool to work effectively, all stakeholders need to endorse the process. Without the 

support from the tactical commander, no process will be successful. The other part of this 

recommendation is to have patch docking stations accessible across the installation. Once the 
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computers are synched in the docking station, the computer system would communicate with the 

server to apply the necessary updates. Any updates to the system would be logged into the 

previously mentioned software management tool.  

A second recommendation to assist the SASMOs with achieving a zero-day patching is to 

transition the tactical information system applications to a cloud-based operation. In this 

situation, the units will be issued a standard notebook without any applications. All the 

applications would reside on an application server. Since there aren’t any applications on the 

computer, there is little possibility for software vulnerabilities. This approach would resolve 

many issues related to software patching. First, the SASMO would only have to patch the 

applications on the server and not each individual notebook. This would significantly reduce the 

hours required to perform patch management. Patching could be performed in hours instead of 

days or weeks. Instead of deploying a team of SASMOs to the field, it would require only one 

SASMO to perform the software patch on the server.  

An additional benefit to cloud-base management is the positive impact on mission 

readiness. With the current process, the SASMO must schedule a time with the unit commander 

to patch the systems. It is reasonable to assume that at certain times a commander may mandate 

the system administrator to patch the systems at a later time so as not to affect their daily 

operations. Therefore, the SASMO is forced to work on the information systems after normal 

work hours, or in the worst case, the system would have to be patched during normal operational 

hours due to the criticality of the patch. However, if the applications reside on the server, then 

the system administrators can install the software patches without affecting daily operations. A 

significant concern with this approach would be the bandwidth connectivity. The unit would 

need to have sufficient network connectivity to access the applications without impacting their 
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mission. Currently, the available of VSAT bandwidth sharing is a major concern across the 

force. The implication from this recommendation is that additional funding would have to be 

allocated to the VSAT program office to support the increased bandwidth requirement. 

The final recommendation is to develop Government-only software. The PMO would 

develop and manage the software code for their respective systems. There are many implications 

with this recommendation, ranging from staffing actions, additional acquisition regulatory 

requirements, and funding to support the additional level of effort. The advantage of this 

recommendation is that it enables full access to and control of the software code in order to make 

any necessary software configuration changes to correct a security vulnerability.  

Limitations of the Study 

Due to the time constraint and the survey-based policy change, chapters 4 and 5 were 

significantly modified to reflect an evidence-based approach from a survey-based approach. As a 

result of the change in policy, a more extensive literature review revealed no additional literature. 

However, some resources addressed some Federal agencies that had roles and responsibilities 

that could be closely associated with those of the SASMO community. Although the duties and 

responsibilities may be similar, the environment and the systems in which the system 

administrators operate are very different, even unique. 
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Glossary of Acronyms and Terms  

AR ..................Army Regulation 

ATP ................Army Technique Publication 

C4ISR .............Command, Control, Communications, Computers, Intelligence, Surveillance and 

Reconnaissance 

CASCOM .......Combined Arms Support Command 

CCRI ..............cyber command readiness inspection 

CECOM .........Communications Electronics Command 

CIO .................chief information officer 

COTS .............commercial off the shelf 

CSS ................Combat Service Support 

DISA ..............Defense Information Security Agency 

DoD  ...............Department of Defense 

DoDI ..............Department of Defense Instruction 

FISMA ...........Federal Information Security Management Act 

GAO ...............General Accounting Office/Government Accountability Office 

IAVA..............Information Assurance Vulnerability Alert 

IAVM .............Information Assurance Vulnerability Management 

NEC................Network Enterprise Center 

NETCOM .......Network Enterprise Command 

OMB ..............Office of Management and Budget 

OT&E .............Operational Test and Evaluation 

PDSS ..............Post-Deployment Software Support 
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PM ..................Program Manager/Product Manager 

PMO ...............Program Management Office 

POA&M .........Plan of Action & Milestones 

PPSS ...............Post-Production Software Support 

SASMO ..........Sustainment Automation System Management Office 

SBIR ...............Small Business Innovation Research 

SC(A) .............Signal Command (Army) 

SEC ................Software Engineering Center 

USCYBERCOM………United States Cyber Command 

VSAT .............Very Small Aperture Terminal 
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Appendix A – Survey Tool
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